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Abstract

We present a new multiscale surface representation for 3D shape matching that is based on scale-space theory. The representation, Curvature Scale-Space 3D (CS3), is well-suited for measuring dissimilarity between (partial) surfaces having unknown position, orientation, and scale. The CS3 representation is obtained by evolving the surface curvatures according to the heat equation. This evolution process yields a stack of increasingly smoothed surface curvatures that is useful for keypoint extraction and descriptor computations. We augment this information with an associated scale parameter at each stack level to define our multiscale CS3 surface representation. The scale parameter is necessary for automatic scale selection, which has proven to be successful in 2D scale-invariant shape matching applications. We show that our keypoint and descriptor computation approach outperforms many of the leading methods. The main advantages of our representation are its computational efficiency, lower memory requirements, and ease of implementation.

1. Introduction

3D shape matching refers to the process of measuring the amount of dissimilarity between 3D shapes [1]. Partial shape matching is considered to be a more difficult subproblem, where the dissimilarity is measured between partial regions on input surfaces, and the relative position, orientation, scale, or extent of the overlap is unknown [2]. The difficulties faced by 3D surface matching systems are

- **Representation issues**: the arbitrary organization of points in 3D makes the processing of input surfaces more difficult than processing signals in R^n, where the data are generally organized in the form a grid. This and the non-Euclidean geometry of the surface hinder design of efficient matching algorithms.
- **Geometric transformations**: the input surfaces may have arbitrary translation, rotation, and scale. They may also have undergone non-rigid transformations.
- **Non-geometric transformations**: the surfaces may have been perturbed with varying levels of noise, contain topological noise, or have different sampling variations.

A large number of 3D shape matching techniques already exist in the literature [1,3]; each approach generally addresses a subset of the above-mentioned difficulties.

We present a new 3D surface matching approach motivated by the scale-space theory of signals, which was specifically developed to deal with noise and differences in resolution and scale. We propose a surface representation, which is stable against surface noise, and can be used to form discriminative feature vectors useful for establishing correspondences between regions on 3D surfaces. Moreover, as shown in Section 2.4, our representation can be used to extract stable keypoints on 3D surfaces, with the additional capability of associating a neighborhood size with each point. We follow the same naming convention
as in [4,5], and refer to the process of associating a neighborhood size to an extracted differential feature as **automatic scale selection**. Fig. 1 shows an example of automatic scale selection at a few locations on a 3D model. Note that the detected scale is intrinsic to the surface and does not depend on the spatial scale or sampling resolution of the surface. This notion of scale selection, which arises from the scale-space theory, has been central to the success of many scale-invariant 2D matching approaches.

The scale-space representation of a signal in \( \mathbb{R}^n \) is defined in terms of the evolution of that signal according to the heat (diffusion) equation. The scale-space theory is concerned with the study and analysis of the properties of this representation of signals. The principal motivation for the development of the scale-space theory has been the problem of estimating differential properties of signals, which are required in various vision applications [6]. The sensitivity of differentiation to noise and the question of the size (scale) of the differential operators that are applied to the signals are the two main issues investigated by scale-space theory. The theory has been extensively studied for the case of images (signals) in \( \mathbb{R}^2 \) [6,7] and has become quite mature and widely used over the past few decades. It has been shown that besides having nice theoretical properties, the scale-space representation of images can be realized efficiently, with impressive practical results [8,9]. Currently, scale-space based matching techniques, such as Scale Invariant Feature Transform (SIFT) [8] and Speeded Up Robust Features (SURF) [10] have become the de facto standards in many 2D matching applications. Despite finding widespread use in 2D signal processing, scale-space techniques have not been widely applied to 3D surfaces.

There are two major difficulties with extending scale-space representations to 3D surfaces. These difficulties are representation issues, and lack of a consistent mechanism for estimating the scale parameter necessary for automatic scale selection. The lack of grid-like structures that are present in 2D images and the non-Euclidean geometry of surfaces make development of precise and efficient representations difficult. The scale parameter, which in the case of signals in \( \mathbb{R}^n \) is defined in terms of the variance of the smoothing kernel, may not be readily available for 3D surfaces.

The goal of this work is to extend the use of scale-space theory to 3D surfaces for the purpose of partial shape matching. The main contribution is a new scale-space representation for surfaces that addresses the two major difficulties outlined above. The new representation, which we refer to as Curvature Scale-Space 3D (CS3), is shown to be stable against noise, computationally efficient, and capable of automatic scale selection. We show how our CS3 representation can be used for multiscale 3D keypoint extraction and compare the performance of our proposed keypoint extractor against competing methods. We also show an application of our representation in 3D face recognition, where CS3 is used to form feature vectors (descriptors) for measuring the dissimilarity between 3D faces. The discriminative power of our features is compared against competing methods.

### 1.1. Related work

Witkin introduced “scale-space filtering” in [6], where it was argued that the extrema of signals and their first few derivatives contain the most relevant information useful in vision applications. It was also argued that the main problem with using these features is estimating the signals’ derivatives — more specifically the neighborhood size, known as the scale, needed to estimate the derivatives. It was suggested that signals and their derivatives must be investigated/analyzed at all possible scales, simultaneously. Witkin identified the Gaussian (and its derivatives) as the unique smoothing kernels most suitable for regularizing the required differentiation operations.

More research was devoted to the scale-space representation for images, which eventually led to the development of the “scale-space theory.” The scale-space representation of a signal in \( \mathbb{R}^n \) has been formally defined as the solution to the heat (diffusion) equation involving the original signal (see Section 2.1). Other representations such as the Curvature Scale Space of Mokhtarian and Mackworth [11], which is used for representing and matching planar curves, have also been proposed and employed in matching applications.

The most well-known example of the power of the scale-space representation for applications in computer vision is the Scale Invariant Feature Transform (SIFT) of Lowe [8]. SIFT is used for extracting keypoints in images and also computing local descriptor vectors, which are then used for establishing correspondences between images. One of the main attributes of SIFT features is the scale associated with each extracted keypoint, which in turn, gives rise to the invariance of the approach to scale changes between images. The first interesting application of SIFT that contributed to SIFT’s fame and success, is the automatic stitching of panoramic images of Brown and Lowe [9]. Despite the success of scale-space theory in 2D computer vision applications, the extensions of the theory to 3D surfaces have not been equally effective. The main difficulties
associated with such an extension are due to surface representation issues, which prevent an efficient and precise extension to surfaces. As mentioned previously, by representation issues, we refer to the lack of grid-like organization of free-form surface vertices that is present in images, and also the non-Euclidean geometry of 3D surfaces.

The few current scale-space based surface representations can be categorized into two classes based on how a signal is derived from the surface and is consequently evolved. First, surface positions may be treated as the signal and therefore the surface geometry is modified during the evolution process that defines the scale-space representation. Second, a signal may be defined and evolved over the surface while the geometry of the surface remains unchanged. It is well-known that the evolution of surface positions generally leads to geometric problems such as shrinkage and development of cusps and foldovers [12,13]. Therefore, when we define our proposed scale-space representation for surfaces (Section 2.2), we opt for the second approach whereby we define our scale-space representation in terms of the evolution of surface curvatures.

The most straightforward of approaches for extending the scale-space representation of signals to 3D surfaces are perhaps parameterization [14] and voxelization [15]. These two approaches, however, result in new surface representations that suffer from distortions or loss of precision, respectively.

Mean curvature flow, which is closely related to surface diffusion, may also be used to smooth the surface. Under mean curvature flow, each surface point is moved along its normal proportional to its mean curvature. Schlattmann et al. [13] use a modification of this approach to obtain a scale-space representation for surfaces and show how it can be used to perform feature extraction and automatic scale selection on closed 3D models. A major problem with this approach, however, is the geometric degeneracies that generally arise from smoothing. In addition, computation times of more than two hours were reported for meshes with more than 2K vertices. A similar approach, which also suffers from the same problems with geometric degeneracies and computation times, is reported in [16].

As mentioned earlier, instead of smoothing the surface geometry, signals defined over the surface may be smoothed. For example, in [17], surface mean curvatures on a triangulated surface are repeatedly smoothed with a Gaussian filter. The proposed representation is then used to define a measure of mesh saliency over the surface and its applications in mesh simplification and viewpoint selection are shown in that paper. Similar methods are employed in [18,19].

More recently, the Heat Kernel Signature (HKS) [20] has been used in global shape matching tasks involving 3D models that may have undergone isometric deformations. In this approach, the properties of the heat kernel of a surface are used to infer information about the geometry of the surface. A scale-invariant version of HKS was also introduced in [21] and used for non-rigid 3D shape retrieval. The main drawbacks of HKS-based techniques are computation times and their inability to perform automatic scale selection, which is required in most partial shape matching tasks involving shapes of arbitrary resolution and scale. Even though in [21], much faster computations times are reported for HKS, the models used in their tests are generally low resolution (mostly, in the order of a few hundred vertices). Additionally, they only use the first hundred eigenvalues of the Laplace–Beltrami operator to construct their HKS descriptors. The descriptors constructed in this manner are coarse and more suitable for global shape matching tasks involving objects from different classes (e.g., planes, humans, animals, etc.). On the other hand, the discriminative power of the descriptors used in this approach were tested in datasets of objects from the same class, namely human faces. A fast multiresolution implementation of HKS has also been proposed in [22]. However, their approach is still computationally more expensive than ours. In [22], for example, the reported computation times for meshes with 100K+ vertices varies from 110 s to 288 s. In addition, the stability of their HKS descriptors with small t’s were not tested in a matching application. Our scale-space approach presented in this paper is shown to be more efficient to compute. For instance, we obtain the scale-space representation (with 32 levels) of a surface with 267K vertices in 14 s on a single core of a 2.3 GHz CPU (Intel Core i7-2820QM).

In Section 2, we present our proposed scale-space representation for 3D surfaces, and show how it can be used for feature extraction and matching. In Section 2.5, we compare the performance of our keypoint extraction approach against competing methods. In Section 3, we show how our proposed scale-invariant Laplacian of surface (mean) Curvatures can be used to construct stable and yet discriminative feature vectors, which are then used in a 3D face recognition system. We test the performance of our simple PCA-based face recognition system on two well-known 3D face datasets, and compare its performance against current state-of-the-art face recognition systems. Finally, in Section 4, we provide a summary of the work and directions for future work.

2. Scale-space representation for signals in $\mathbb{R}^n$ and on 3D surfaces

In Section 2.1, we first present the definition of the scale-space representation for signals in $\mathbb{R}^n$. In Section 2.2, we present our proposed extension of the representation to 3D surfaces for the purpose of shape matching.

2.1. Scale-space representation of signals in $\mathbb{R}^n$

The scale-space representation of a continuous signal $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is defined as the solution to the heat (diffusion) equation [7]:

$$\partial_t F = \Delta F,$$

with the initial condition $F(x,0) = f(x)$; $\Delta$ denotes the Laplacian. It can be shown that the Gaussian is the fundamental solution to Eq. (1) [7]. The scale-space representation of $f$ can therefore be expressed as

$$F(x, t) = g(x, t) * f(x),$$

(2)
where * denotes convolution, \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is the \( n \)-dimensional normalized Gaussian: 
\[
g(x; t) = \frac{1}{(2\pi t)^{n/2}} e^{-|x|^2 / t},
\]
and \( t \) is known as the scale parameter.

The non-enhancement property [7] of the scale-space representation of signals, in general, guarantees that the values of the local maxima (minima) decrease (increase) as the signal is smoothed. As shown in [7], the scale-normalized amplitudes of the spatial derivatives of \( F \) shall be useful in inferring the size of structures in \( f \). Normalization is achieved by using the change of variable \( v = \frac{x}{\gamma} \), for \( \gamma > 0 \). This results in the following scale-normalized spatial derivatives of the scale-space representation of the signal:
\[
\partial^{\mathbf{m}} F (x; t) = t^{(\mathbf{m})/2} \partial^{\mathbf{m}} F (x; t),
\]
where \( \mathbf{m} = (m_1, \ldots, m_n) \) and \( \partial^{\mathbf{m}} \) constitute the multi-index notation for partial derivatives; \( |\mathbf{m}| = m_1 + \cdots + m_n \) denotes the order of the multi-index. The normalized derivatives are no longer strictly decreasing or increasing. Instead, they may assume local extrema over scales. The scale selection principle [7] states that the scale at which these normalized derivatives assume a local maximum reflects a characteristic size of a corresponding structure in the data. The process of finding this scale, known as automatic scale selection, has been successfully employed by approaches such as SIFT [8] to achieve scale invariance in subsequent matching tasks. It has also been shown [17] that features extracted in this manner are salient and meaningful to the human eye.

Therefore, the scale-space representation, \( F : \mathcal{M} \times \mathbb{R} \rightarrow \mathbb{R} \), of 3D surface \( \mathcal{M} \), is defined as the solution to the diffusion equation:
\[
\partial_t F = \Delta_{\mathcal{M}} F,
\]
with the initial condition \( F(p; 0) = f(p) \), where \( f(p) \) denotes the mean or Gaussian curvature at point \( p \in \mathcal{M} \), and \( \Delta_{\mathcal{M}} \) is the Laplace–Beltrami operator.

From the above formulation, a stack of Gaussian-smoothed surface curvatures is obtained that can be used directly in multiscale feature extraction and descriptor computations. However, to make the best use of the representation for automatic scale selection, the value of the scale parameter at each level must also be estimated. The smoothed curvatures together with the associated scales at each level define our multiscale surface representation, which we refer to as the Curvature Scale-Space 3D (CS3), as depicted in Fig. 2.

In Section 2.3, we describe how a discrete surface signal may be efficiently smoothed in a manner consistent with the scale-space representation of signals. In Section 2.4, we show how the representation may be used for feature point (keypoint) extraction with an automatic scale selection mechanism.

2.2. Scale-space representation for 3D surfaces

In this section, we formulate a similar representation for surfaces that is as close as possible to the scale-space representation of signals in \( \mathbb{R}^n \). Our proposed approach is similar to the HKS-based techniques, in the sense that we derive the scale-space formulation of the surface in terms of the evolution (diffusion) of signals on the surface with the help of the Laplace–Beltrami operator. However, we analyze the surface structures by directly studying the behavior of the signal as it evolves on the surface. More specifically, we take the signal to be the surface curvatures, which are derived from the surface geometry. Operating in the curvature domain is a natural choice since all the relevant geometric information about a surface is encoded in its principal directions and curvatures. The main advantages of our approach over HKS are gains in computational efficiency and the ability to estimate the size of the surface structures. Additionally, our representation enables us to robustly and efficiently estimate the Laplacian of surface curvatures that results in a rich set of features, which is useful in subsequent matching tasks. It has also been shown [17] that features extracted in this manner are salient and meaningful to the human eye.

Fig. 2. The CS3 representation of the Bimba model at scales (a) \( t = 3.0 \), (b) \( t = 7.5 \), (c) \( t = 13.8 \).
respectively. Let \( F' : V \to \mathbb{R} \) denote the smoothed discrete surface signal (curvatures) at level \( l \), and define \( F' = (F'(v_1), \ldots, F'(v_N))^T \). We employ the implicit surface smoothing scheme of [12] to obtain the smoothed surface signal, \( F^{l+1} \), at level \( l+1 \), by solving the following sparse system of linear equations

\[
(I - \lambda_l L) F^{l+1} = F',
\]

(5)

where \( \lambda_l \geq 0 \) is a time step, and \( L \) and \( I \) denote the \( N \times N \) Laplacian and identity matrices, respectively. The elements of the Laplacian matrix \( L = \{w_{ij}\}_{i,j=1}^N \) are defined as

\[
w_{ij} = \begin{cases} 
1 & \text{if } i = j, \\
-\frac{1}{|N(i)|} & \text{if } j \in N(i), \\
0 & \text{otherwise},
\end{cases}
\]

(6)

where \( |N(i)| \) denotes size of the 1-ring neighbor set \( N(i) \) of vertex \( v_i \). The Laplacian matrix may also be populated with other types of weights, such as cotan weights [12]. The linear system in Eq. (5) can be efficiently solved using the Biconjugate Gradient method.

The scale-space representation of the surface signal \( f \) is then given by the sequence \( (F^0, \ldots, F^{l-1}) \), which is obtained recursively using

\[
F^l = \begin{cases} 
(I - \lambda_{l-1} L) F^{l-1} & \text{if } l > 0, \\
F^0 & \text{if } l = 0,
\end{cases}
\]

(7)

for \( l = 0, \ldots, L-1 \).

The resulting transfer function of the implicit Laplacian smoothing in Eq. (5) is \( h_{l}(\omega) = (1 + \lambda_l \omega^2)^{-1} \), where \( \omega \) denotes surface signal frequency [12]. When a stack of smoothed signals with \( L \) levels is constructed according to Eq. (7), with corresponding time steps \( \{\lambda_0, \ldots, \lambda_{L-2}\} \), the transfer function of the filter at level \( L-1 \) is given by

\[
h_{L-1}(\omega) = \sum_{t=0}^{L-2} (1 + \lambda_t \omega^2)^{-1}.
\]

(8)

Note that the representation needs to be defined in a recursive manner since the transition function of the filter defined by Eq. (5) is not a Gaussian. On the other hand, the transfer functions of our recursive formulation approach Gaussians as \( L \) grows.

The time steps are selected as \( \lambda_t = \lambda_{t+1} \delta = \lambda_0 \delta_t \), where \( \lambda_0 \) denotes an initial time step and \( \delta > 1 \) is a constant. It is important to note that the time steps \( \lambda_t \) are not equivalent to the scale parameter \( t \) in the original scale-space representation of signals given by Eq. (2). Fig. 2 shows a 3D model and its corresponding CS3 representation at various scales.

### 2.3.1. Estimating the scale parameter

To recover the scale parameter \( t \) at each level \( l \), we fit a Gaussian to the transfer function of the smoothing filter for that level, and define the scale of the smoothed signal as the scale of the fitted Gaussian. This is done by sampling the transfer function \( h_{l}(\omega) \) in Eq. (8). As a result, we obtain a set of pairs \( \Gamma = \{(\omega, h_{l}(\omega))\}_{\omega=0}^{\omega_{max}} \), which is used to estimate the scale \( t_l \) of a fitted Gaussian \( g_l(\omega, t_l) = e^{-\omega^2/t_l} \), in the least-squares sense:

\[
t_l = \sum_{j=0}^{J_l} \alpha_j \omega^2 \sum_{k=0}^{K_l} \ln \left( 1 + \lambda_k \omega^2 \right).
\]

(9)

The scale parameter \( t_l \) for each level \( l \) can alternatively be defined in terms of the variance of the transfer function at that level:

\[
t_l = \int_{-\infty}^{\infty} \left( \omega^2 h_{l}(\omega)^{-1} \right) d\omega.
\]

(10)

Since the transfer function at each level is analytic and only depends on the known sequence of time steps, \( \lambda_t \), its variance can be precomputed numerically. In this work, we use Eq. (9) to estimate the scale parameter. The obtained sequence of scales, \( \{t_0, \ldots, t_{L-1}\} \), together with the stack of smoothed signals, \( (F^0, \ldots, F^{l-1}) \), define the CS3 representation of the surface.

### 2.4. Feature extraction with automatic scale selection

The CS3 representation of a 3D surface may be used directly for feature extraction. Let \( \Phi(M) = (F^0, \ldots, F^{l-1}) \) and \( \Psi(M) = (t_0, \ldots, t_{L-1}) \) correspond to the CS3 representation of surface \( M \). The difference between the smoothed signals at consecutive levels \( l \) and \( l+1 \) can be used to approximate the Laplacian of the signal at level \( l \). This difference can be stated in terms of convolution of the original signal with Gaussian filters as

\[
F^{l+1} - F^l \approx F^l * (g(\cdot; t_{l+1}) - g(\cdot; t_l)).
\]

(11)

where \( * \) denotes convolution defined over the surface, and \( g(\cdot; t_l) \) is a Gaussian with scale \( t_l \). Noting that \( \frac{\partial g}{\partial t} = 0.5 \Delta g \), we have

\[
\frac{\partial g}{\partial t} = 0.5 \Delta g \approx \frac{g(\cdot; t_{l+1}) - g(\cdot; t_l)}{t_{l+1} - t_l},
\]

(12)

and consequently,

\[
F^{l+1} - F^l \approx 0.5(t_{l+1} - t_l) F^l * \Delta g.
\]

(13)

Therefore, the estimated Laplacian of \( F^0 \), at level \( l \), which we denote by \( \Delta F^l \), is approximated by

\[
\Delta F^l \approx \frac{2(F^{l+1} - F^l)}{t_{l+1} - t_l}.
\]

(14)

We define the scale-normalized Laplacian of the surface signal at scale \( t_l \) as

\[
A_{norm}F^l = t_l \Delta F^l = \frac{2t_l(F^{l+1} - F^l)}{t_{l+1} - t_l}.
\]

(15)

Throughout this work, we assume the surface signal corresponds to the surface mean curvatures. \( A_{norm}F \) then corresponds to the scale-normalized Laplacian of mean Curvatures (LoC).

The local extrema of \( A_{norm}F \) could be used to define feature points (keypoints) on a 3D model. For example, Fig. 3 depicts the computed scale-normalized Laplacian of mean curvatures on a 3D model and its noisy counterpart, at level \( l = 20 \) (scale \( t = 21.7 \); the red spheres indicate the loca-
tions where LoC is locally maximum or minimum at the displayed level. As seen in the figure, the detected locations of the extrema of LoC, despite their high differential order, are robust against noise and may be used for extraction of stable and well-localized feature points. Additionally, note that the extracted features are distributed throughout the entire surface.

The plots in Fig. 4 show the computed LoC values at a few selected vertices on the models in Fig. 3 as functions of scale. As expected, the values for both the noisy and noise-free models converge at the higher scales. However, the corresponding LoC values of the vertices at the scale shown in Fig. 3 are not the same between the two models due to the noise. To alleviate this, we introduce the scale-invariant LoC as

$$D_{si}F_l = \frac{D_F l}{C0^2}$$

(16)

where

$$F_i = \frac{1}{N} \sum_{j=1}^{N} (\Delta F'_l - F'_l)$$

$$\sigma_l = \frac{1}{N} \sum_{j=1}^{N} ||\Delta F'_l - F'_l||$$

(17)

denote the vector-form mean, and standard deviation of the LoC values at level l, respectively; N is the total number of vertices in $\mathcal{M}$, and 1 is an N-dimensional vector of all 1's.

Fig. 5 shows the scale-invariant LoC plots of the same vertices as in Fig. 4. As can be seen, the LoC curves of the two surfaces begin to converge at a much finer scale, and look more similar. The scale-invariant LoC is resilient to changes in resolution, spatial scaling, and additive i.i.d. noise.

According to the principle of automatic scale selection [7], the scale(s) where $D_{norm}F_l$ becomes a local extremum across scales can be expected to correspond to the size of surface structures at vertex $v_i$. This is visually verified in Figs. 6 and 1, where the size of the blue spheres indicate the computed spatial scale (neighborhood size) at a few selected keypoints. An approach similar to Lowe’s [8] was used to select the keypoints (shown as red spheres) on the models, in the two figures. The keypoints were selected as the vertices that were local extrema among their immediate neighbors, both on the current level and two adjacent levels on the stack: let set $Q_l(i) = \{F^k_l\} \cup \{F^k_{l-1}, F^k_{l+1}\}$, for $k = -1, 0, 1$, and $j \in \mathcal{N}(i)$. Then, vertex $v_i$, at level l, is selected as a keypoint if $F_l > q_i, \forall q_i \in Q_l(i)$ or $F_l < q_i, \forall q_i \in Q_l(i)$. Let $l_t$ be the scale associated with level l, $t_i$ then defines the scale of the detected keypoint $v_i$. The radius of each blue sphere in Figs. 6 and 1 was computed using

Fig. 3. Extracted features on (a) original, and (c) noisy Bimba models at $t = 21.7$; the false-colors in (b) and (d) reflect the response of the $\Delta''$ (Eq. (16)) at each vertex on the original and noisy models, respectively. The models in (c) and (d) contain 80% Gaussian noise. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
where $\bar{e}$ is the average edge length in the surface mesh.

The graph in Fig. 6c shows the plots of LoC values at the few selected keypoints (blue spheres) on the model in Fig. 6a. The filled squares on the curves indicate the location of the detected scale for each keypoint. In our experiments we noticed that the estimated scale parameter for keypoints extracted at the lower scales ($t < 3$) was more sensitive to noise and therefore less reliable. As a result, we clip the detected scale of all keypoints with a value of $t < 3$ to 3.

Fig. 7 provides a comparison between the $\Delta^{si}$ plots on the original, scaled, and higher resolution versions of the same model as in Fig. 3a. The higher resolution version of the model was obtained by applying one iteration of Loop’s subdivision scheme, which increases the number of mesh vertices by a factor of four, and approximately halves the average edge length in the resulting mesh. As can be seen, spatial scaling of the model has no effect on the plotted $\Delta^{si}$ curves. On the other hand, the increase in the resolution of the surface scales the LoC curves, and consequently the locations of their extrema, by a factor of two. This results in the detected scale, $t$, for each vertex to be scaled by two. Since the increase in the resolution of the surface halved the average edge length, $\bar{e}$, the extracted radii of the surface features ($r$ in Eq. (18)) remain approximately the same between the original and higher resolution model. This guarantees that the detected surface feature sizes are intrinsic to the surface.

In Fig. 8, we show the effects of noise on the positions of extracted keypoints on a model. The figure shows the generalized Voronoi diagram of the keypoints on the surface of the model. Each cell’s false color shows how much its corresponding node was displaced between the original and the noisy model. As the table below the figure shows, the average displacement in terms of the average edge length on the surface mesh is approximately four vertices. Additionally, as evident in the figure, the displacement is small in areas with high curvature, and large on more planar regions.
2.5. Performance evaluation

In this section, we evaluate the performance of our proposed keypoint extractor using the evaluation benchmark of [23], where the methods are categorized into two classes: fixed scale and adaptive scale detectors. As the names imply, a fixed scale detector operates at a constant scale, while an adaptive scale detector operates on a range of possible scales. The following detectors were evaluated in the experiments:

- **Fixed scale**: Local Surface Patches (LSPs) [24], Intrinsic Shape Signatures (ISSs) [25], KeyPoint Quality (KPQ) [26], Heat Kernel Signature (HKS) [20].
- **Adaptive scale**: Laplace–Beltrami Scale-Space (LBSS) [19], MeshDoG [18], KeyPoint Quality—Adaptive-Scale (KPQ-AS) [26], Salient Points (SP) [16].

The experiments were run on five datasets:

- **Kinect**: data obtained using a Microsoft Kinect device.
- **Space time**: data obtained using a stereo reconstruction technique.
- **Laser scanner**: data obtained from a laser scanner [26].
- **Retrieval**: synthetic noisy data created using models from the Stanford Repository—single, complete 3D surfaces were used to create the individual models and uncluttered scenes with no occlusions.
- **Random views**: synthetic noisy data created using models from the Stanford Repository—unlike the Retrieval dataset, the scenes contained multiple models, clutter and occlusions.

These are the same datasets used in [23] and are included here for direct comparison with the competing methods they evaluated in their benchmark. We compared the performance of our CS3 representation against both fixed and adaptive scale classes of detectors. In all adaptive scale experiments, a CS3 stack with 32 levels (1 < \( t < 48.6 \)) was obtained for all input surfaces and the automatic scale selection mechanism described in Section 2.4 was used to extract keypoints. In the fixed scale experiments, the keypoints were obtained as the local extrema of the Laplacian of surface mean curvatures at the desired scale (\( t \)) in the CS3 stack. The level whose estimated scale (\( t \)) was closest to the experiment’s scale was used in each case.

The following definitions for absolute repeatability, relative repeatability, and scale repeatability are used from [23]: A keypoint \( k_{ih} \) extracted from model \( M_h \) is said to be repeatable in scene \( S_l \), under the ground truth rotation \( R_{hl} \) and translation \( t_{hl} \), if a keypoint \( k_{jl} \) exists in \( S_l \) such that:

\[
\| R_{hl}k_{ih} + t_{hl} - k_{jl} \| < \epsilon,
\]

where \( \epsilon \) is a distance threshold. Let \( RK_{ih} \) denote the set of repeatable keypoints between the model/scene pair \( (M_h,-S_l) \). The absolute repeatability is defined as

\[
r_{abs} = |RK_{ml}|,
\]

and the relative repeatability is defined as

\[
r = \frac{|RK_{ml}|}{|K_{ml}|},
\]

where \( K_{ml} \) is the set of all keypoints extracted from model \( M_h \) that are not occluded in scene \( S_l \). Distance threshold of \( \epsilon = 2 \times \text{mesh resolution (mr)} \) was used in the experiments; mesh resolution denotes the average edge length in a mesh.
Fig. 9. Relative and absolute repeatability scores of adaptive scale detectors.
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The scale repeatability of pair of keypoints \(k_i\) and \(k_j\) with respective scales \(r_{i,h}\) and \(r_{j,l}\) is defined as

\[
\frac{V(Sphere(\sigma_{i,h})) \cap Sphere(\sigma_{j,l})}{V(Sphere(\sigma_{i,h})) \cup Sphere(\sigma_{j,l})/C_{16}/C_{17}/C_{16}/C_{17}}
\]

where \(Sphere(\sigma)\) and \(V(\sigma)\) denote the sphere with radius \(\sigma\) and volume of region \(\sigma\) in \(\mathbb{R}^3\), respectively. The overall scale repeatability of the set of keypoints extracted for a model/scene pair is defined as

\[
r_{scale} = \frac{\sum_{(k_i,k_j):RK_{hl}} r_{ij}^{scale}}{|RK_{nl}|}.
\]

Fig. 9 compares the relative and absolute repeatability of all adaptive scale detectors in the experiments. Both the absolute and relative repeatability score of CS3 were consistently at the same level or better than the other approaches. The relative repeatability of CS3 is slightly lower than MeshDoG’s for the Space Time dataset, however, in all other cases, CS3 performs better than MeshDoG.

In Fig. 10, we compare the scale repeatability scores of the adaptive scale detectors. In all experiments, CS3 performed slightly worse than LBSS but outperformed all other methods. LBSS, while having the best scale repeatability score, consistently performed worse than all other methods in both absolute and relative repeatability. This behavior, however, is to be expected as LBSS tends to select much fewer keypoints than other methods.

In Fig. 11, we compare the relative and absolute repeatability scores of fixed scale detectors at various scales on the Laser Scanner, Kinect, and Space Time datasets. The absolute repeatability of CS3 is higher than the rest of the methods in most cases, while its relative repeatability is at the same level as those of ISS and KPQ: on the Laser Scanner dataset, ISS performs slightly better than CS3 in all scales, while CS3 performs better than ISS on the Kinect dataset. However, the absolute repeatability of ISS is much lower than that of CS3 in all cases. Fig. 12 shows the relative and absolute repeatability scores of fixed scale detectors for the Retrieval and Random Views datasets. In the majority of cases, CS3 has a higher absolute repeatability score, while its relative repeatability score drops lower...
than HKS and KPQ in the Retrieval experiment with noise level of 0.5 mr.

It is important to note that the orientations of a number of mesh faces in the 3D models in the Retrieval and Random Views datasets were incorrect (flipped). For example, out of 45,195 faces in the Happy Buddha model, 4293 faces were incorrectly flipped. When reading these models, our PLY parser added those faces as separate faces (thereby modifying the geometry and topology of the surfaces). Since the noise and geometric transformations in the two datasets were synthetic (i.e., scenes were obtained from the same problematic 3D models), the locations of the problematic faces may have served as landmarks for our detector. This may explain the suspiciously good performance of our detector for the Random Views experiment in Fig. 12.

Nonetheless, the performance of our fixed and adaptive scale detectors are consistently on par or better than the other methods in the experiments involving the other datasets.

We followed the same methodology as in [23] to obtain the timings reported in Fig. 13: lower resolutions of a mesh from the Kinect dataset with approximately 267 K vertices were obtained by successively decimating it using the approach of [27]. We then ran our adaptive and fixed scale detectors on the resulting meshes on a single core of a 2.3 GHz CPU (Intel Core i7-2820QM). For each fixed scale detector, the reported timing in [23] corresponds to the scale at which the detector had the best relative repeatability score. Our fixed scale detector, similar to the other methods, had its best performance at scale 6. We report
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**Fig. 11.** Relative and absolute repeatability scores of fixed scale detectors on the Laser Scanner, Kinect, and Space Time datasets.
the timings for our adaptive scale and fixed scale detectors in Fig. 13b. In the same graph we have also included the timings for the most time consuming scale ($t = 18$) in the fixed scale experiments. As can be seen, both our fixed scale and adaptive scale detectors outperform the other methods. Specifically, the KPQ detector which has the best relative repeatability scores among the other methods, performs more than two orders of magnitude slower than the CS3 detector. Additionally, the HKS detector, because of its memory requirements, was unable to handle meshes larger than 30K vertices. Fixed scale detectors ISS and LSP report similar timings as CS3. However, LSP performs consistently worse than CS3 in all fixed scale experiments, while ISS performs at the same level as CS3 in the Kinect, Laser Scanner, and Space Time experiments, and worse in the Retrieval and Random Views experiments. Moreover, ISS, unlike CS3, is not capable of performing adaptive (automatic) scale selection. The efficiency of adaptive scale detector MeshDoG is similar to CS3’s. However, it performs worse than CS3 in the repeatability experiments.

3. Application: 3D face recognition

We tested the discriminative power of our proposed scale-invariant Laplacians of surface curvatures in a simple PCA-based 3D face recognition system. The input to the
system was a set of 3D faces that were already registered and consistently remeshed using the approach of [28]. Here, “consistent” means that all meshes have the same number of vertices and a one-to-one correspondence between the vertices on the meshes is known. This property simplifies the process of converting the meshes into feature vectors, which are used for recognition.

A large body of literature exists on 2D and 3D face recognition [29,30]. For example, approaches such as the Bayesian face recognition of [31], or face recognition using sparse representation [32,28] may be used for this task. However, in our face recognition system, we employ the most well-known approach of eigenfaces [33]. We choose this approach due to its simplicity and ease of implementation. More importantly, this choice enables us to attribute the better performance of our recognition system (see Section 3.2) to its feature extraction component, rather than the classifier it employs.

In Section 3.1, we discuss the steps involved in the training and recognition phases of our algorithm. In Section 3.2, we present the recognition results of our system on different datasets and compare its performance against other state-of-the-art 3D face recognition techniques.

3.1. 3D face recognition using CS3 representation

In both the training and recognition stages of our algorithm, each face mask $f_{im}$ with $N$ vertices is converted into
an $N$-dimensional feature vector by first constructing its CS3 representation and computing the scale-invariant Laplacians of Curvatures (si-LoCs) at some level $l$ in the CS3 stack (see Eq. (16)); the optimal choice of $l$ is discussed in the results section. The feature vector is then formed by arranging the si-LoC values of the mesh vertices into an $N$-dimensional vector. Since the face masks for all faces are obtained using the same procedure, the vertices in all meshes have the same ordering and, as a result, the constructed feature vectors are consistent. We denote the feature vector corresponding to face mask $f_m$ by vector $x_m \in \mathbb{R}^N$.

Each vector $x_m$ corresponds to a point in the $N$-dimensional feature space. Under the assumption that the feature vectors are constructed judiciously, multiple feature vectors corresponding to different 3D scans of the same individual are expected to form a cluster in the feature space. The objective of the training phase is then to obtain information about the characteristics (e.g., the shapes) of these clusters. In the recognition phase, this information is used to decide to which cluster a given input feature vector belongs. Therefore, in this paradigm, face recognition is treated as a feature classification problem.

The eigenfaces approach that is employed in this work is a simple nearest neighbor classifier. As mentioned previously, we show that despite this choice, our system is capable of outperforming most state-of-the-art 3D face recognition techniques. We argue that this good performance is due to both the discriminative power of our feature vectors and their resilience to noise. In this application domain, the noise may be due to surface perturbations or facial expressions in the input faces.

### 3.1.1. 3D eigenfaces

Let $X = \{(x_m, c_m)\}_{m=1}^M$ be the training set; $x_m \in \mathbb{R}^N$ and $c_m$ denote the $m$th feature vector and its associated class in the training set, respectively. Let

$$
\mu = \frac{1}{M} \sum_{m=1}^M x_m, \quad \Sigma = \frac{1}{M} \sum_{m=1}^M (x_m - \mu)(x_m - \mu)^T
$$

(24)

denote the mean vector and covariance matrix of the feature vectors in $X$. The eigendecomposition of $\Sigma$ is given as $\Sigma = \Phi \Lambda \Phi^T$, where the $N \times N$ matrices

$$
\Phi = \left(\begin{array}{c|c|c|c|c}
\mathbf{u}_1 & \cdots & \mathbf{u}_N
\end{array}\right) \quad \text{and} \quad \Lambda = \left(\begin{array}{c|c|c|c|c}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_N
\end{array}\right)
$$

(25)

contain the eigenvectors and eigenvalues of $\Sigma$, respectively. It is assumed that the eigenvalues are ordered in descending order; i.e., $\lambda_1 \geq \cdots \geq \lambda_N \geq 0$.

In the case of face recognition, where each $x_m$ is derived from a face model, the $K$-major eigenvectors $\mathbf{u}_1, \ldots, \mathbf{u}_K$ are referred to as “eigenfaces”. The eigenfaces span a $K$-dimensional subspace of the feature space with the smallest total orthogonal distance from the feature points in the training set. Therefore, the projection of the feature vectors onto the subspace spanned by the eigenfaces results in dimensionality reduction of the feature vectors, with the minimal loss of variance. We refer to the subspace spanned by the eigenfaces simply as the eigenspace. When $N \gg K$, this dimensionality reduction enables efficient processing of the data, which would otherwise be computationally prohibitive.

In the eigenfaces approach, both the training and test sets are projected onto the eigenspace, and the classification tasks are performed in this space. Let $x' \in \mathbb{R}^K$ denote the projection of feature vector $x \in \mathbb{R}^N$ onto the eigenspace:

$$
x' = \mathbf{U}^T (x - \mu),
$$

(26)

where

$$
\mathbf{U} = (\mathbf{u}_1 \cdots \mathbf{u}_K)_{N \times K}.
$$

(27)

Let set $X' = \{(x'_m, c'_m)\}_{m=1}^M$ denote the transformed training set obtained by projecting the feature vectors in the training set onto the eigenspace. In the recognition phase, classification is performed by assigning each test feature vector $x_t \in \mathbb{R}^N$ to class $c'$ of $x' \in X$, which satisfies

$$
(x', c') = \arg \min_{(x'_m, c'_m) \in X} \|x'_t - x'_m\|_p,
$$

(28)

![Fig. 13. Timing comparison of CS3 with other methods.](image-url)
where $\mathbf{x}_i = \mathbf{U}^T (\mathbf{x}_i - \mu)$, and $\| \cdot \|_p$ denotes the $L_p$-norm in $\mathbb{R}^k$, for some $p \geq 1$. The optimal choice of $p$ is discussed in Section 3.2.

### 3.2. 3D face recognition results

We tested the performance of our proposed 3D face recognition system on the GavabDB [34] and FRGC [35] datasets. We first present the recognition results of our system for GavabDB and then FRGC.

The models in GavabDB are noisier and of lower resolution than those in FRGC. The scanned faces for each individual in GavabDB contains the following poses and expressions: 1 scan looking up, 1 scan looking down, 2 frontal scans, 1 scan with random gesture, 1 scan with laughter, and 1 scan with smile.

In the first set of tests, we followed the same leave-one-out cross-validation procedure as in [28] to test the accuracy of our system. In each trial, one class of faces (e.g., scans looking up) were used as the test set and the remaining faces in the dataset were used as the training set. The recognition accuracy was measured as the percentage of times the system returned the correct individual for each query face from the test set. Table 1 shows the correct recognition rates of our system for each test set. In the experiments, si-LoC values at level 10 of the CS3 stack were used to form the feature vectors; the si-LoC values are selected to form the feature vectors; the $L_1$-norm was used to find the nearest neighbors in the eigenspace. The test sets in Table 1 have been grouped together into two categories of “neutral” and “non-neutral”, to indicate which sets of scans contained facial expressions. The accuracy rates for the two groups (column 4), and the overall accuracy of the system (column 5) were computed by averaging their associated rows in column 2 of the table.

Since CS3 is a multiscale representation, a level $l$ from the CS3 stack must be selected in order to construct the feature vectors for both the training and test sets. Additionally, the $L_1$-norm was used in the matching stage of the algorithm, when searching for nearest neighbors in the eigenspace. The test sets in Table 1 have been grouped together into two categories of “neutral” and “non-neutral”, to indicate which sets of scans contained facial expressions. The accuracy rates for the two groups (column 4), and the overall accuracy of the system (column 5) were computed by averaging their associated rows in column 2 of the table.

Since CS3 is a multiscale representation, a level $l$ from the CS3 stack must be selected in order to construct the feature vectors for both the training and test sets. Additionally, the $L_1$-norm was used in the matching stage of the algorithm, when searching for nearest neighbors in the eigenspace. The test sets in Table 1 have been grouped together into two categories of “neutral” and “non-neutral”, to indicate which sets of scans contained facial expressions. The accuracy rates for the two groups (column 4), and the overall accuracy of the system (column 5) were computed by averaging their associated rows in column 2 of the table.

Since CS3 is a multiscale representation, a level $l$ from the CS3 stack must be selected in order to construct the feature vectors for both the training and test sets. Additionally, the $L_1$-norm was used in the matching stage of the algorithm, when searching for nearest neighbors in the eigenspace. The test sets in Table 1 have been grouped together into two categories of “neutral” and “non-neutral”, to indicate which sets of scans contained facial expressions. The accuracy rates for the two groups (column 4), and the overall accuracy of the system (column 5) were computed by averaging their associated rows in column 2 of the table.

### Table 1

Face recognition results on GavabDB. The pose column indicates which class of scans was taken as the test set while the remaining scans were used as the training set.

<table>
<thead>
<tr>
<th>Pose</th>
<th>Acc. (%)</th>
<th>Group</th>
<th>Group acc. (%)</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Looking down</td>
<td>95.08</td>
<td>Neutral</td>
<td>96.31</td>
<td>95.55</td>
</tr>
<tr>
<td>Looking up</td>
<td>93.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal 1</td>
<td>98.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal 2</td>
<td>98.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random gesture</td>
<td>88.52</td>
<td>Non-neutral</td>
<td>94.54</td>
<td></td>
</tr>
<tr>
<td>Laughter</td>
<td>96.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smile</td>
<td>98.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

The accuracy rates of the system for different choices of the CS3 level where the si-LoC values are selected to form the feature vectors; the $L_1$-norm was used for matching.

<table>
<thead>
<tr>
<th>Level</th>
<th>Neutral (%)</th>
<th>Non-neutral (%)</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7254</td>
<td>0.6174</td>
<td>0.6714</td>
</tr>
<tr>
<td>9</td>
<td>0.9549</td>
<td>0.9344</td>
<td>0.9446</td>
</tr>
<tr>
<td>10</td>
<td>0.9631*</td>
<td>0.9454*</td>
<td>0.9542*</td>
</tr>
<tr>
<td>11</td>
<td>0.9631</td>
<td>0.9344</td>
<td>0.9487</td>
</tr>
<tr>
<td>30</td>
<td>0.3524</td>
<td>0.2459</td>
<td>0.2991</td>
</tr>
</tbody>
</table>

In Fig. 14, we show how the performance of our recognition system is affected by the choice of $l$, for each class of test sets. In all cases the accuracy first increases and then decreases. Additionally, Table 2 uses the data from Fig. 14 to show how the recognition rates for the neutral/non-neutral groups of test sets are influenced by the choice of the CS3 level. As can be seen, again level $l = 10$ yields the optimal performance for both classes of tests.

We define the optimal CS3 level for recognition, as the level where the overall accuracy of the system is maximal. Procedure FindOptimalLevel in Algorithm 1 summarizes the steps involved in finding the optimal level $l^*$, using only the training set. The procedure may be iterated a number of times to obtain a set of values for $l^*$; the arithmetic mean or median of these values may then be used to select the optimal level.

![Fig. 14](image-url)  
Fig. 14. Accuracy rates for different classes of test sets as functions of the CS3 level. At each level, the si-LoC values were used to form the feature vectors. The $L_1$-norm was used to find the nearest neighbors in the eigenspace.
Algorithm 1. FindOptimalLevel

| Input: Training set $T = \{(f_m, c_m)\}_{m=1}^M, p \geq 1$ |
| Output: Optimal CS3 level $l^*$ |
| 1: Build CS3 stack with $L$ levels |
| 2: for each level $l \in \{1, \ldots, L\}$ do |
| 3: \quad for $m = 1$ to $M$ do |
| 4: \quad \quad Get feature vector $x_m$ from $f_m$ using CS3 values at level $l$ |
| 5: \quad end for |
| 6: \quad $X \leftarrow \{(x_m, c_m)\}_{m=1}^M$ |
| 7: \quad $\mu \leftarrow \frac{1}{M} \sum_{m=1}^{M} x_m$ |
| 8: \quad $\Sigma \leftarrow \frac{1}{M} \sum_{m=1}^{M} (x_m - \mu)(x_m - \mu)^\top$ |
| 9: \quad Build $U$ from eigendecomposition of $\Sigma$ (Eq. (27)) |
| 10: Partition $X$ into two sets $X_{\text{train}} = \{(x_r, c_r)\}_{r=1}^S$ |
| and $X_{\text{test}} = \{(x_s, c_s)\}_{s=1}^S$ |
| 11: for each $x_r \in X_{\text{train}}$ do |
| 12: \quad $x_r' \leftarrow U^\top(x_r - \mu)$ |
| 13: \quad end for |
| 14: $X_{\text{train}}' \leftarrow \{(x_r', c_r)\}_{r=1}^S$ |
| 15: for each $x_s \in X_{\text{test}}$ do |
| 16: \quad $x_s' \leftarrow U^\top(x_s - \mu)$ |
| 17: \quad end for |
| 18: $X_{\text{test}}' \leftarrow \{(x_s', c_s)\}_{s=1}^S$ |
| 19: correct $t \leftarrow 0$ |
| 20: for each $(x_s', c_s) \in X_{\text{test}}'$ do |
| 21: \quad $c'_{\text{true}} \leftarrow \arg \min_{c} \{x_{s'} - x_r'\}_p$ |
| 22: \quad if $c' = c_s$ then |
| 23: \quad \quad correct $t \leftarrow$ correct $t + 1$ |
| 24: \quad end if |
| 25: \quad end for |
| 26: correct $t \leftarrow$ correct $t$ |
| 27: end for |
| 28: $l^* \leftarrow \arg \max_{c \in \{1, \ldots, L\}} \text{correct} t$ |

The choice of the distance function used by the classifier is another issue that needs to be investigated. We also tested the performance of our recognition system with $L_2$-norm and the Mahalanobis distance as the metric used by the classifier in Eq. (28). However, on average, the $L_1$-norm yielded the best results.

In each experiment shown in Table 1, the training and test sets contained 366 and 61 meshes, respectively (each with 3169 vertices). The overall time required to run each experiment was approximately 390 s on a 2.0 GHz Intel Xeon CPU: 110 s to read the meshes in the training and compute the feature vectors, 100 s to solve the resulting eigensystem, and 20 s to read and match all the 61 faces in the test set (approximately 0.33 s to read and match each 3D face).

In the following, we compare the performance of our system on GavabDB, against competing methods in the literature. Unfortunately, different authors used different testing procedures when reporting their results. In order to provide a fair comparison, in each case, we use the same testing procedure as the one used by the method against which we are comparing our system.

Mahoor and Abdel-Mottaleb [36] and Berretti et al. [37] use only one of the frontal scans as the training set, while using the remaining scans as test sets. In Table 3, we compare our results with theirs. As can be seen, because of the reduction in the number of scans per subject in the training set, the performance of our system has dramatically reduced when compared to our results in Table 1. However, the overall recognition rate of our system is still slightly better than the other approaches. Also, note that in [36], the faces in the test set, which contained expressions were cropped such that only the eyes and nose regions were used in matching. Moreover, the two approaches do not report on how the performance of their systems are affected when more samples per subject are provided. Therefore, there is no indication that the performances of their systems improve as the number of scans per subject in the training set is increased. However, we show that the performance of our system improves greatly as more samples are provided (Fig. 16). This is a desirable (if not necessary) property, since in most real-world applications, more than one sample per subject is provided in the training set. In fact, the majority of face recognition approaches (e.g., Fisherfaces [38], SVM [39], Bayesian face recognition [31], sparse representation [28,32]) require more than one sample per subject, in order to estimate information about the distribution of the class associated with each subject in the feature space.

Moreno et al. [39] use two types of experiments to evaluate the performance of their PCA and SVM-based 3D face recognition systems. In the “controlled” setting, the test set consists of one front scan per subject, while the training set consists of the remaining scans in the dataset. Therefore, the sizes of the test and training sets are 61 and 366, respectively. In the “non-controlled” setting, they create the test set by randomly selecting two (out of 7) scans for each subject, and using the remaining scans for the subjects in the training set. As a result, the test and training sets contain 122 and 305 scans, respectively. We use the same procedure to compare the performance of our system with theirs, and show the results in Table 4. In the non-controlled setting, we repeated the experiment seven times and the results in Table 4 show the average of the experiments; the best and worst performances were 99.18% and 92.62%, respectively. As can be seen, in all cases, our system outperforms the method of [39].

In [28], the authors test the performance of their 3D face recognition system on GavabDB. However, in their

Table 3

<table>
<thead>
<tr>
<th>Pose</th>
<th>This work (%)</th>
<th>Mahoor and Abdel-Mottaleb [36] (%)</th>
<th>Berretti et al. [37] (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal</td>
<td>95.0</td>
<td>95.0</td>
<td>94</td>
</tr>
<tr>
<td>Smile</td>
<td>93.44</td>
<td>83.6</td>
<td>85</td>
</tr>
<tr>
<td>Laughter</td>
<td>80.33</td>
<td>68.9</td>
<td>81</td>
</tr>
<tr>
<td>Random gesture</td>
<td>78.69</td>
<td>63.4</td>
<td>77</td>
</tr>
<tr>
<td>Looking down</td>
<td>88.52</td>
<td>85.3</td>
<td>80</td>
</tr>
<tr>
<td>Looking up</td>
<td>85.25</td>
<td>88.6</td>
<td>79</td>
</tr>
<tr>
<td>Overall</td>
<td>86.89</td>
<td>82.83</td>
<td>84.29</td>
</tr>
</tbody>
</table>
To make the recognition task even more challenging, we added 4788 scans from the FRGC dataset to the training set, while keeping the number of scans from the Gavab dataset the same as before, and followed the same procedure as before to measure the accuracy rate of our recognition system. The third column of Table 5 shows the results of this experiment. As can be seen, while the accuracy rate of our system for non-neutral faces becomes slightly lower
than [28], our overall accuracy still remains higher than that of [28].

We also tested our recognition system on 4788 3D faces from the FRGC dataset, which corresponded to 553 individuals. Unlike GavabDB, in the FRGC dataset, the number of scans for all individuals (subjects) was not the same. In Fig. 15a, we plot the histogram of the number of scans per subject in the dataset that we used in our experiments. For example, 72 subjects had only 1 scan, and 43 subjects had 2 scans. In Fig. 15b, we show how the size of the dataset decreases as we increase the required minimum number of scans per subject. For example, the total number of scans in the dataset decreases to 4716, when only subjects with at least two scans are considered, while the dataset size becomes 3286, when only subjects with at least 10 scans are kept. In Fig. 15c, we show how the number of subjects in the dataset decreases as the required minimum number of scans per subject is increased. For example, the number of subjects decreases to 481 and 200, when the minimum required number of scans are set to 2 and 10, respectively. As is shown in the following experiments, the minimum number of scans per subject used in the training set affects the performance of our recognition system, even though our PCA-based system does not explicitly attempt to recover information about the class conditional probability density function of each face class in the feature space.

In Fig. 15d, we show how the accuracy of the system for the FRGC dataset is influenced by the choice of the CS3 level used when constructing the feature vectors. As can be seen, again the optimal performance is achieved approximately at level $l = 10$ (with average accuracy rate of 89.05%). Therefore, throughout all our experiments, we used 10 CS3 levels to construct the required feature vectors. In the six experiments conducted to obtain the plots in Fig. 15d, we used a subset of the scans in the dataset, which contained at least two scans per subject. This enabled us to partition the dataset into two disjoint sets to obtain the training and test sets. In each experiment, the test set was constructed by randomly selecting one scan for each individual in the dataset, and the remaining scans were used as the training set.

We argue that the decreased accuracy of the system for the FRGC dataset (compared to GavabDB) is due to the large number of subjects in the training set with small number of scans, and that the increased size of the search space has a smaller influence on the performance of the system. All (100%) of the subjects in the GavabDB experiments had 6 scans in the training set, whereas in FRGC only 287 out of 553 (51.9%) of the subjects had at least that many scans. In Fig. 16a, we show how the performance of the system is improved as the minimum number of scans per subject is increased. The graph plots the average and standard deviation of the accuracy rate of the system.

![Fig. 16. Accuracy and CMC curves of our recognition system for FRGC dataset (1) (a) Average accuracy rate as a function of the minimum number of scans per subject in the training set; the red bars show the standard deviation of the results in the experiments. (b) Cumulative Match Characteristic curves for different minimum numbers of scans per subject. (c) Accuracy rate as a function of the number of scans per subject. (d) Cumulative Match Characteristic curves for different numbers of scans per subject. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
for a set of 11 experiments where disjoint training and test sets were randomly constructed. As can be seen, the accuracy of the system increases as the minimum required number of scans per subject is increased. The average accuracy rate of the system on a subset of the FRGC dataset where each subject has at least six scans in the training set is 94.30%. The training set for this subset contains 287 subjects, and a total of 3683 scans. The performance of system is further increased to 96.00% when all subjects in the training set have at least nine scans (200 subjects, and a total of 3086 scans in the training set). Fig. 16b shows the averaged Cumulative Match Characteristic (CMC) curves of our system for different minimum number of scans per subject in the dataset.

In Fig. 16c and d, we plot the average accuracy rates and CMC curves of our system for a set of 35 experiments. However, for these experiments, a fixed number of scans per subject was used in each experiment—instead of a minimum number of scans; e.g., the red curve in Fig. 16d, plots the average CMC curve of 35 experiments, where in each experiment, the training set was constructed by randomly selecting only one scan from each subject in the FRGC dataset and using the remaining scans in the test set. As the graphs show, the performance of the system improves dramatically as the number of scans per subject increases in the training set. For example, increasing the number of scans for each subject in the training set from 1 to 3, improves the accuracy rate of the system by approximately 20%.

4. Conclusion

We presented a new scale-space based representation for 3D surfaces that was shown to be useful for feature extraction and shape matching. We showed our proposed representation to be robust to noise and capable of automatic scale selection. The major benefits of our approach over existing methods such as [20,21] are automatic scale selection, improved computational efficiency, lower memory requirements, and ease of implementation. We compared the performance of our CS3-based keypoint extractor with competing methods, such as [19,18,26], and showed that it was able to outperform the other methods in the majority of cases in terms of speed, relative and absolute repeatability. We also demonstrated an application of our CS3 representation to 3D face recognition, where our proposed scale-invariant Laplacian of surface curvatures (si-LoC) was employed to form feature vectors for measuring the dissimilarity between the faces. We tested the performance of the recognition system on two well-known 3D face datasets, and showed its better performance over state-of-the-art 3D face recognition systems.
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