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Abstract—A new algorithm is developed for solving the maximum entropy (ME) image reconstruction problem. The problem is reduced to solving a system of ordinary differential equations with appropriate initial values. The choice of initial values closely relates to the satisfaction of constraints, and we show how initial values are determined. The algorithm does not involve any optimization method. Instead of searching in the \((n + 1)\)-dimensional space as required for most ME algorithms, our approach relies on solving a one-dimensional search along a well-defined and easily mastered path. Moreover, an efficient algorithm is developed to handle the search. The computer reconstruction verifies the theory.

I. INTRODUCTION

The success of maximum entropy methods in image reconstruction and spectrum estimation [11]–[19] has encouraged researchers in designing more efficient algorithms. In this paper, a basically new algorithm is developed for the maximum entropy reconstruction. The problem of maximum entropy reconstruction is reduced to solving a system of differential equations with easily obtained initial values. Most of the maximum entropy literature attacks the problem by some kind of optimization technique. The algorithm proposed here does not involve any optimization. It does not require search in an \((n + 1)\)-dimensional space, which is required by most optimization techniques used in finding a maximum entropy solution. Here \(n\) represents the number of pixels in the image to be reconstructed. Instead, it performs a search along a path in the \((n + 1)\)-dimensional space which is defined by the initial value problem of differential equations. Thus, the problem is reduced to a one-dimensional search. Since \(n\), the number of pixels in the image, may be very large, the complexity of maximum entropy reconstruction is greatly reduced by this method. A similar idea could be used in spectrum estimation.

In Section II of this paper, the basic concepts for the maximum entropy reconstruction technique are given. This part includes the derivation of a system of differential equations defining a branch of solutions over which the one-dimensional search is performed. The section concludes with an analysis of the existence interval for \(\lambda\), the search parameter. Section III deals mainly with the problem of selecting initial values so that the constraints imposed on the original formulation of the problem can be satisfied. A more comprehensive analysis of this subject is carried out in Section IV. The algorithm for solving the system of differential equations for the maximum entropy reconstruction problem is outlined in Section V. Section VI deals with the problem of adjusting a parameter in order to satisfy the constraint on the total image intensity embedded in the original problem formulation. In Section VII, experiments in image reconstruction using the algorithm outlined in Section V are described and results are presented. Conclusions follow in Section VIII.

II. MAXIMUM ENTROPY, STATIONARY POINT EQUATION, AND DIFFERENTIAL EQUATIONS

Let the required reconstructed image have pixel values represented by positive numbers \(f_1, \ldots, f_n\) which are to be determined, and on which the entropy

\[
H(p_1, \ldots, p_n) = -\sum_{i=1}^{n} p_i \log p_i, \quad p_i > 0
\]

is defined. The entropy depends only on the distribution of gray levels in the image and not on the total intensity \(\sum_{i=1}^{n} f_i\).

Let the observed image data be given by

\[
d_j = \sum_{i=1}^{n} A_{ji} f_i + e_j, \quad j = 1, \ldots, m,
\]

where the \(e_j\)'s represent independent zero mean, \(\sigma_j^2\) variance noise terms. We define

\[
Q(f_1, \ldots, f_n) = \frac{1}{2} \sum_{j=1}^{m} \frac{1}{\sigma_j^2} \left( \sum_{i=1}^{n} A_{ji} f_i - d_j \right)^2
\]

\[
= \frac{1}{2} (Af - d)^T \text{diag} \left[ \frac{1}{\sigma_1^2}, \ldots, \frac{1}{\sigma_m^2} \right] (Af - d)
\]

\[
= \frac{1}{2} \|Af - d\|^2_D,
\]

where \(A = [A_{ji}]_{m \times n}, f = [f_1, \ldots, f_n]^T, d = [d_1, \ldots, d_m]^T, D = \text{diag} \left[ \frac{1}{\sigma_1^2}, \ldots, \frac{1}{\sigma_m^2} \right]\). Typical least
squares approaches would try to determine those values \( f_1, \ldots, f_n \) which minimize \( Q(f_1, \ldots, f_n) \). Rather than do this, we seek those \( f_1, \ldots, f_n \) which maximize entropy subject to the constraint

\[
Q(f_1, \ldots, f_n) = m/2.
\]  
(4)

The motivation for this constraint comes about from the central limit theorem (see [10]) which states that with the probability one

\[
\lim_{m \to \infty} 1/m \sum_{j=1}^m e_i^2/\sigma_j^2 = 1.
\]

Thus, provided that \( m \) is large, we would expect the true value of \( f_1, \ldots, f_n \) to satisfy (4). The condition \( Q = m/2 \) now determines the set of feasible images \( f \) which passes the given statistical test for consistency with the actual image data \( \{d_1, \ldots, d_m\} \).

Although any of the feasible images is acceptable as a reconstruction, the maximum entropy criterion selects that particular \( f \) which has the least configurational information, i.e., the one where the pixel values are least separated. Hence, it can be looked upon as a smoothing criterion. Of all reconstructions which approximately fit the actual data \( \{d_1, \ldots, d_m\} \), the solutions of higher entropy thus represent more “disorder,” they are more “probable,” “less predictable,” they “assume less,” and they are more “natural” according to Shannon’s interpretation of entropy as an information measure.

Formally we are to maximize the entropy \( H(p_1, \ldots, p_n) \) given the constraints \( Q(f_1, \ldots, f_n) = m/2 \) and \( \sum_{i=1}^n f_i = t (t > 0) \). We introduce the second constraint for two reasons. One is that the total intensity has a status different from individual pixel values. It does not contribute to the shape of the gray tone intensity surface of the image \( f \). For the second reason, we must look to the equality

\[
H(p_1, \ldots, p_n) = H(f_1, \ldots, f_n) - \log \sum_i f_i,
\]

where \( H(f_1, \ldots, f_n) = -\sum_i f_i \log f_i \). Introducing the second constraint \( \sum_i f_i = t \), we obtain a linear relation between \( H(f_1, \ldots, f_n) \) and \( H(p_1, \ldots, p_n) \) enabling us to treat \( H(f_1, \ldots, f_n) \) instead of \( H(p_1, \ldots, p_n) \), the first one being much more tractable. Anyway, this constraint is not very strict, and it may be varied to obtain any required total intensity.

From the relation between \( H(p_1, \ldots, p_n) \) and \( H(f_1, \ldots, f_n) \), it is easily seen that the following three problems are equivalent to each other.

\textbf{Problem 1:}

\[
\begin{align*}
\max & \quad H(p_1, \ldots, p_n) \\
\text{subject to} & \quad Q = m/2, \sum_i f_i = t.
\end{align*}
\]

\textbf{Problem 2:}

\[
\begin{align*}
\max & \quad H(f_1, \ldots, f_n) \\
\text{subject to} & \quad Q = m/2, \sum_i f_i = t.
\end{align*}
\]

\textbf{Problem 3:}

\[
\begin{align*}
\max & \quad H(f_1, \ldots, f_n) + \mu \sum_i f_i - \lambda Q(f_1, \ldots, f_n) \\
\text{subject to} & \quad Q = m/2, \sum_i f_i = t.
\end{align*}
\]

Instead of solving problem 3, we solve the following problem.

\textbf{Problem 4:}

\[
\begin{align*}
\max & \quad H(f_1, \ldots, f_n) + \mu \sum_i f_i - \lambda Q(f_1, \ldots, f_n) \\
\text{subject to} & \quad Q = m/2.
\end{align*}
\]

In problem 4, the total intensity is treated like “a free boundary condition.” No specific value is assigned to it in advance. In fact, problem 4 is a very reasonable formulation of the maximum entropy image reconstruction. If \( f_1^*, \ldots, f_n^* \) is a solution of problem 4, then it is also a solution of problems 1, 2, and 3 with \( t = \sum_i f_i^* \). Usually we are satisfied with the solution of problem 4. If not, we could adjust the parameter \( \mu \) so that the solution of problem 4 has the required total intensity (see Section VI).

In the following, we first consider the unconstrained maximization problem related to problem 4.

\textbf{Problem 5:}

\[
\begin{align*}
\max & \quad H(f_1, \ldots, f_n) + \mu \sum_i f_i - \lambda Q(f_1, \ldots, f_n) \\
\text{Let} & \quad J(f_1, \ldots, f_n; \mu, \lambda) = H(f_1, \ldots, f_n) + \mu \sum_i f_i - \lambda Q(f_1, \ldots, f_n).
\end{align*}
\]

Then problem 5 is to find maximal points of \( J(f_1, \ldots, f_n; \mu, \lambda) \). The function \( J(f_1, \ldots, f_n; \mu, \lambda) \) is defined and continuous in the closed domain \( E \), where \( E = \{(f_1, \ldots, f_n): f_i > 0, i = 1, \ldots, n\} \). When \( \lambda \geq 0 \), the continuous function \( J \) has a unique maximal point which is finite since \( J \) tends to minus infinity as \( \|f_i\| \to \infty \) and is strictly concave, the latter is due to the negative definiteness of its Jacobian, \( \nabla^2 J \):

\[
\nabla^2 J = -\text{diag} \left[ \frac{1}{f_1}, \ldots, \frac{1}{f_n} \right] - \lambda A^T D A < 0.
\]

As known, if the maximal point \( f^0 \) is an inner point, i.e., \( f^0 \in E \), then the following stationary point equation holds:

\[
\begin{align*}
\nabla J &= -\left[ \frac{\log f_1^0}{f_1^0}, \ldots, \frac{\log f_n^0}{f_n^0} \right] \\
&\quad + (\mu - 1) h - \lambda A^T D (f^0 - d) = 0,
\end{align*}
\]

where for abbreviation \( h \equiv [1, \ldots, 1]^T \).

Conversely, if \( \nabla J \) equals zero at a point \( f^0 \in E \) as \( \lambda \geq 0 \), then \( f^0 \) must be a maximal point, as easily seen from (6).

In the following, we will prove that (7) is always solvable in \( E \) as \( \lambda \geq 0 \). Thus, problem 5 is actually equivalent to (7) as \( \lambda \geq 0 \). The solution of (7) gives that unique maximal point required by problem 5 as \( \lambda \geq 0 \).
To prove that (7) is always (uniquely) solvable as $\lambda \geq 0$, all we need is to find such a path $f(\lambda; \mu)$ in $E$, defined for $0 \leq \lambda < \infty$, that the gradient $\nabla J$ is identically equal to zero along it:

$$ \nabla J(f(\lambda; \mu); \mu, \lambda) = 0, \ 0 \leq \lambda < \infty. \tag{8} $$

It is clear that (8) is equivalent to the following (9) and (10):

$$ \frac{d}{d\lambda} \nabla J(f(\lambda; \mu); \mu, \lambda) = 0, \ 0 \leq \lambda < \infty, \tag{9} $$

$$ \nabla J(f(0; \mu); \mu, 0) = 0. \tag{10} $$

It is also clear that (9) is equivalent to the following differential equations for $f(\lambda; \mu)$ (by working out the derivative $(d/d\lambda) \nabla J$):

$$ \nabla^2 J(f; \mu, \lambda) \frac{df}{d\lambda} = \nabla Q(f), \ 0 \leq \lambda < \infty, \tag{11} $$

and (10) directly gives $f(0; \mu)$ as

$$ f(0; \mu) = \exp(\mu - 1)h, \tag{12} $$

where $h$ equals $[1, \ldots, 1]^T_{\times n}$.

Thus, the stationary point equation is always (uniquely) solvable in $E$ as $\lambda \geq 0$ if the following Cauchy problem of differential equations defines a solution curve in $E$ for $0 \leq \lambda < \infty$:

$$ \begin{align*}
\nabla^2 J \frac{df}{d\lambda} &= \nabla Q, \\
\lambda = 0 &\quad \text{such that} \quad f(0; \mu) = \exp(\mu - 1)h.
\end{align*} \tag{13} $$

This is proved in Theorem 1 of the Appendix. Having shown that the unconstrained maximization, problem 5, has the form of (13), we are ready to consider the variety of computing schemes available to solve it.

To solve the maximum entropy image reconstruction problem, the only thing left is to select suitable initial conditions for the Cauchy problem (13), in order for the constraint $Q = m/2$ to be reached by the solution curve. For this we need to know more about the solution curve of (13). We discuss this in the next section.

III. PROPERTIES OF REDUCED SYSTEM OF DIFFERENTIAL EQUATIONS

In this section we define sets giving the $\mu$'s for which a maximum entropy solution satisfying the constraint $Q = m/2$ can be found. Naturally we are interested in the behavior of $Q(f(\lambda; \mu))$ along the solution curve. It is easy to see that

$$ \frac{dQ(f(\lambda; \mu))}{d\lambda} = (\nabla Q)^T \frac{df}{d\lambda} $$

$$ = (\nabla Q)^T (\nabla^2 J)^{-1}(\nabla Q). \tag{14} $$

In the following, we prove that $Q(f(\lambda; \mu))$ decreases strictly monotonically as $\lambda$ increases unless the solution curve $f(\lambda; \mu)$ shrinks into a single point $\exp(\mu - 1)h$.

As a matter of fact, along the solution curve there are only two possibilities. Either

$$ f(\lambda; \mu) = \exp(\mu - 1)h \quad \text{and} \quad \nabla Q(\exp(\mu - 1)h) = 0, \tag{15} $$

or

$$ \nabla Q(f(\lambda; \mu)) \neq 0, \ 0 \leq \lambda < \infty. \tag{16} $$

Thus, when $f(\lambda; \mu)$ does not shrink into a single point, the derivative $dQ(f(\lambda; \mu))/d\lambda$ will always be negative because of (14) and (16) and $(\nabla^2 J)^{-1} < 0$. As for (15) and (16), we can proceed as follows.

Suppose there exists a point $f^* = f(\lambda^*; \mu)$ along the solution curve such that

$$ \nabla Q(f^*) = 0. \tag{17} $$

Then $f(\lambda; \mu)$ will coincide with the solution curve defined by the following Cauchy problem due to the uniqueness of the solution to

$$ \begin{align*}
\nabla^2 J \frac{df}{d\lambda} &= \nabla Q, \\
f(\lambda^*; \mu) &= f^*.
\end{align*} \tag{18} $$

However, the solution curve of (18) obviously is a single point $f^*$ due to (17) and the initial condition in (18). Thus, it holds

$$ f(\lambda; \mu) = f^*, \ 0 \leq \lambda < \infty. \tag{19} $$

Now it is not hard to see that (15) is valid since $f(0; \mu) = \exp(\mu - 1)h$. Thus, we have proved the following.

Theorem 3.1: The derivative $dQ(f(\lambda; \mu))/d\lambda$ is always negative unless $\nabla Q(\exp(\mu - 1)h) = 0$.

In order for the solution curve $f(\lambda; \mu)$ to satisfy the constraint $Q = m/2$, only those $\mu$'s need to be considered which satisfy either

$$ Q(\exp(\mu - 1)h) = m/2, \tag{20} $$

or

$$ Q(\exp(\mu - 1)h) > m/2 \quad \text{and} \quad \nabla Q(\exp(\mu - 1)h) \neq 0. \tag{21} $$

If (20) holds, then $\exp(\mu - 1)h$ solves problem 4. Otherwise, we need to select suitable $\mu$'s by means of (21) and then compute $f(\lambda; \mu)$ by means of (13).

Let the sets $U$, $V$, and $W$ be defined as follows:

$$ U = \{ \mu : Q(\exp(\mu - 1)h) = m/2 \}, \tag{22} $$

$$ V = \{ \mu : Q(\exp(\mu - 1)h) > m/2 \}, \tag{23} $$

$$ W = \{ \mu : \nabla Q(\exp(\mu - 1)h) \neq 0 \}. \tag{24} $$

From the previous discussion, it is clear that only those $\mu$'s which belong to $U$ or $V \cap W$ can produce meaningful results.

IV. COMPUTING SETS $U$, $V$, AND $W$

In this section we will further investigate the sets $U$, $V$, and $W$, in order to determine initial value $\mu$ for which a
maximum entropy solution satisfying the constraint can be found.

For abbreviation we let
\[
\alpha = \exp(\mu - 1) \\
r = \left[\sum_{i=1}^{n} A_{i}/\sigma_i, \cdots, \sum_{i=1}^{n} A_{m}/\sigma_m\right]^T, \\
s = [d_1/\sigma_1, \cdots, d_m/\sigma_m]^T.
\]
(25)

Then a direct computation yields
\[
Q(\alpha h) = a\alpha^2 + b\alpha + c, 
\]
where three coefficients \(a, b, c\) are as follows:
\[
\begin{aligned}
a &= \frac{1}{2}\|r\|^2, \\
b &= -(r, s), \\
c &= \frac{1}{2}\|s\|^2. 
\end{aligned}
\]
(27)

By using the Schwartz inequality, it is easily verified that \(b^2 \leq 4ac\). We will prove that the expectation \(E[c] \geq m/2\). Let \(\Sigma A_{ji} = g_{ij}\). Then
\[
c = \frac{1}{2} \sum_j (g_{ij} + e_j)^2/\sigma_j^2 \\
= \frac{1}{2} \sum_j g_{ij}^2/\sigma_j^2 + \sum_j g_{ij}e_j/\sigma_j^2 + \frac{1}{2} \sum_j e_j^2/\sigma_j^2, 
\]
(28)

and
\[
E[c] = \frac{1}{2} \sum_j g_{ij}^2/\sigma_j^2 + m/2 \geq m/2, 
\]
(29)

\[
E[c] = m/2 \Rightarrow \forall j, g_{ij} = 0. 
\]
(30)

Furthermore, we can prove the following theorem.

**Theorem 4.1:** Assume that \(1/m^2 \sum_{j=1}^{m} g_{ij}^2/\sigma_{ij}^2 \to 0\). Then with probability one, \(1/m \sum_{i=1}^{m} g_{ij}e_i/\sigma_{ij} \to 0\), and \(1/m (c - \frac{1}{2} \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2) \to 1\), when \(m \to \infty\).

**Proof:** Let \(U_{ij} = g_{ij} e_i/\sigma_{ij}^2\). Then the \(U_{ij}\)'s are independently distributed with zero mean and variance \(g_{ij}^2/\sigma_{ij}^2\). Let \(X_{m} = 1/m \sum_{i=1}^{m} U_{ij}\). It is then easily seen that \(E[X_{m}] = 0\), and \(\text{lim} \text{Var}[X_{m}] = \lim E[X_{m}^2] = \lim (1/m^2) \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2 = 0, m \to \infty\), by assumption. Hence, by Chebychev's inequality [10, p. 151], \(X_{m} \to 0\) with probability one when \(m \to \infty\), which proves the first part of the theorem. Note that \(1/m (c - \frac{1}{2} \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2) \to 1/m \sum_{i=1}^{m} g_{ij}e_i/\sigma_{ij} + 1/m \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2\). The term \(1/m \sum_{i=1}^{m} g_{ij}e_i/\sigma_{ij}^2\) approaches \(1\) as \(m \to \infty\) with probability one by the central limit theorem, as mentioned before. Combining this fact with \(1/m \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2 \to 0\) (\(m \to \infty\)) with probability one, we have with probability one \(1/m (c - \frac{1}{2} \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2) \to 1\) as \(m \to \infty\). Thus, for large \(m, c\) can rather safely be replaced by \(m/2 + 1/2 \sum_{i=1}^{m} g_{ij}^2/\sigma_{ij}^2\) \((\geq m/2)\). Hence, in the sequel we assume \(c \geq m/2\). Q.E.D.

Using theorem 4.1 and assuming \(\sigma_j^2 = \sigma^2\) for all \(j\), we can for large \(m\) derive a simple expression for the signal-to-noise ratio \((S/N)\):
\[
(S/N) = \frac{\sum_j g_{ij}^2/\sigma_j^2}{\sum_j e_j^2/\sigma_j^2} \\
= \left(\sum_j d_j^2/(m\sigma_j^2)\right)(\sigma_j^2) = \sum_j d_j^2/(m\sigma^2) - 1.
\]

Now using the assumption \(c \geq m/2\), we are able to compute sets \(U, V, W\). We are interested in obtaining a nonempty \(U\) or the intersection set \(V \cap W\) when \(U = \phi\).

Computing the set \(U = \{\mu; Q(\exp(\mu - 1)h) = m/2\}\) we have the following.

**Case 1:** \(a > 0, b^2 - 4a(c - m/2) \geq 0, b < 0:\)
\[
\{1 + \log((b^2 - 4a(c - m/2))/(2a)), c > m/2 \}
\]
\[
\{1 + \log(-b/a), c = m/2. 
\]
**Case 2:** \(a > 0, b^2 - 4a(c - m/2) \geq 0, b > 0:\)
\[
\{1 + \log(b/a), c > m/2 \}
\]
\[
\{1 + \log(b/a), c = m/2, c = m/2, 
\]
In all other cases, \(U = \phi\), an empty set. The second case occurs very rarely. In general, \(U\) is empty or has one or two elements. This corresponds to no equientropy solution or one (or two) equientropy solution(s) for problem 4, respectively.

Computing the set \(V = \{\mu; Q(\exp(\mu - 1)h) > m/2\}\) when \(U = \phi\) we have the following.

**Case 1:** \(a > 0, b^2 - 4a(c - m/2) < 0:\)
\[
\{1 + \log((b^2 - 4a(c - m/2))/(2a)), c > m/2 \}
\]
\[
\{1 + \log(-b/a), c = m/2. 
\]
**Case 2:** \(a > 0, b^2 - 4a(c - m/2) \geq 0, b > 0:\)
\[
\{1 + \log(b/a), c > m/2 \}
\]
\[
\{1 + \log(b/a), c = m/2, c = m/2, 
\]
In general, \(W = \{\}\).

Hence, \(V = \{\}\) when \(U = \phi\).

Computing the set \(W = \{\mu; \nabla Q(\exp(\mu - 1)h) = 0\}\), we can rewrite \(W = \{\mu; \nabla Q(\exp(\mu - 1)h) = 0\}\).

It is clear that \(W = \{\}\) unless \((n \times 1)\)-vector \(A^T D h\) has the same direction as the \((n \times 1)\)-vector \(A^T D h\). The exceptional case occurs very rarely. Thus, in general, \(W = \{\}\).

In summary, there are only two possibilities in general. Either \(U\) is not empty, and thus, the problem 4 has at most two equientropy solutions. Or \(V \cap W = \{\}\), and thus, for any \(\mu\) there holds
\[
Q(\exp(\mu - 1)h) > \frac{m}{2}, 
\]
(31)
\[
\nabla Q(\exp(\mu - 1)h) = 0. 
\]
(32)

As known from theorem 3.1 (32) assures
\[
\frac{dQ(f(\lambda;\mu))}{d\lambda} < 0 \quad \text{as} \quad \lambda \geq 0, 
\]
(33)

where remember: \(f(\lambda;\mu)\) is the unique solution of (13).

Intuitively, from (31), we would like to choose such a \(\mu\) that \(Q(\exp(\mu - 1)h)\) is as close to \(m/2\) as possible. When \(-b/2a > 0\), we can simply choose
\[
\mu = 1 + \log(-b/2a), 
\]
(34)

because of \([d/d\alpha] Q(\alpha h)]_{\alpha = -b/2a} = 0.\)
From (27) it is apparent that the condition, \(-b/2a > 0\), is equivalent to \((r, s) > 0\). Notice that \(d_j\) and \(f_j\) are related by
\[
d_j = \sum_{i=1}^{n} A_{ji} f_i + e_j, \quad j = 1, \cdots, m, \tag{35}
\]
where all \(f_i\) are nonnegative, and the matrix \((A_{ji})_{n \times m}\) represents the blurring operation which occurred in the imaging processes, the latter implies \(A_{ji} \geq 0\) in most practical cases. Thus, \((r, s) > 0\) will hold whenever the noise is not too large.

V. ALGORITHM FOR SOLVING DIFFERENTIAL EQUATIONS

In this section, the algorithm for solving (13) is presented. As mentioned in the Introduction, we do a search along the solution curve by varying the parameter \(\lambda\) starting with \(\lambda_0 = 0\). A satisfactory solution is found when \(Q(f(\lambda;u))/m(2)\) is sufficiently near 1. For each \(\lambda\), a large system of linear equations must be solved. This is done by making extensive use of the properties of the coefficient matrix and applying the Gauss–Seidel algorithm [11] which is an iterative technique providing fast convergence.

Suppose that the set \(U\) is empty, i.e., problem 1 has no equi-entropy solution, and moreover, an appropriate \(\mu\) has been chosen from the intersection set \(V \cap W\). From (13) we have the following discretized iterative equations:
\[
\begin{align*}
  f^0 &= \exp (\mu - 1)h, \\
  k &\geq 0: \\
  (F_k + \lambda_k A^T D A) f^{k+1} &= (F_k + \lambda_k A^T D A) f^k \\
  &= -\lambda_{k+1} f^{k+1} - \lambda_k f^k - (k+1) A^T D (Af^k - d).
\end{align*}
\tag{36}
\]
where \(F_k = \text{diag} \{1/f_k^1, \cdots, 1/f_k^n\}\), \(\lambda_0 = 0\), and \(\lambda_{k+1} > \lambda_k\). When all \(|\lambda_{k+1} - \lambda_k|\) are small enough, \(f^k\) will approximate \(f(\lambda; \mu)\) very well. Equation (36) can be rewritten as follows:
\[
\begin{align*}
  f^0 &= \exp (\mu - 1)h, \\
  k &\geq 0: \\
  (F_k + \lambda_k A^T D A) f^{k+1} &= (2\lambda_k - \lambda_{k+1}) A^T D Af^k + h + (\lambda_{k+1} - \lambda_k) A^T D d.
\end{align*}
\tag{37}
\]
This is a large linear system of equations. Fortunately, the coefficient matrix \((F_k + \lambda_k A^T D A)\) is positive definite and symmetric. The Gauss–Seidel iterative scheme (see [11]) is used to solve (37) efficiently.

Let \(P\) represent the matrix \((F_k + \lambda_k A^T D A)\). Let \(b\) represent the vector \((2\lambda_k - \lambda_{k+1}) A^T D Af^k + h + (\lambda_{k+1} - \lambda_k) A^T D d\). Further, let \(x\) be the \((k+1)\)st estimate \(f^0\) of \(f(\lambda_{k+1}; \mu)\). For \(m \geq 1\) we have the following Gauss–Seidel iterative equations for solving \(P x = b\):
\[
\begin{align*}
  x^{(0)} &= f^k, \\
  x_i^{(m)} &= \frac{1}{P_{ii}} \left[ b_i - \sum_{j < i} P_{ij} x_j^{(m)} - \sum_{j > i} P_{ij} x_j^{(m-1)} \right], \\
  i &= 1, \cdots, n.
\end{align*}
\tag{38}
\]
It is proved (see [11]) that the convergence and the limit point are independent of the choice of \(x^{(0)}\). Thus, \(\lim x^{(m)} = x^{(k+1)}\). We choose \(x^{(0)} = f^k\) since \(f^{k+1}\) should be near \(f^k\) when \(|\lambda_{k+1} - \lambda_k|\) is small. This choice of \(x^{(0)}\) greatly speeds up the convergence of (38). Experiments indicate that in most cases only one iteration for each \(k\) is enough to obtain \(f^{k+1}\) from \(f^k\). In that case, we have
\[
\begin{align*}
  f_i^{k+1} &= \frac{1}{P_{ii}} \left[ b_i - \sum_{j < i} P_{ij} f_j^{k+1} - \sum_{j > i} P_{ij} f_j^k \right], \\
  i &= 1, \cdots, n.
\end{align*}
\tag{39}
\]
In the sequel we let
\[
\begin{align*}
  L &= A^T D A, \\
  P &= A^T D d, \\
  g^k &= Lf^k, \quad k = 0, 1, 2, \cdots.
\end{align*}
\tag{40}
\]
Then from (37) it follows
\[
\begin{align*}
  k &\geq 0: (F_k + \lambda_i L) f^{k+1} = (2\lambda_k - \lambda_{k+1}) g^k \\
  &+ h + (\lambda_{k+1} - \lambda_k) p,
\end{align*}
\tag{41}
\]
\[
\begin{align*}
  k &\geq 1: g^{k+1} = \left( -\frac{\lambda_{k+1}}{\lambda_k} \right) g^k \\
  &+ \frac{1}{\lambda_k} \left[ \frac{f_i^{k+1} - f_i^k}{f_i^{k+1}} \cdot \cdots \right] \\
  &+ \left( -\frac{\lambda_{k+1}}{\lambda_k} - 1 \right) p.
\end{align*}
\tag{42}
\]
The initial values \(f^0, g^0, g^1\) for (41)–(42) are as follows:
\[
\begin{align*}
  f^0 &= \exp (\mu - 1) h, \\
  g^0 &= Lf^0 = \exp (\mu - 1) \left[ \sum_{i=1}^{n} L_{ii}, \cdots, \sum_{i=1}^{n} L_{nm} \right], \\
  g^1 &= Lf^1.
\end{align*}
\tag{43}
\]
Thus, (43), which involves matrix calculations, is used to find \(g^0, g^1\), and the recursive formula (42) involving only vector calculations is used for \(g^k, k \geq 2\).

Finally, we summarize this section by giving the following algorithm for solving the maximum entropy image reconstruction problem, which can be easily implemented.

Step 1: If \(U \neq \phi\) and \(\mu \in U\), then there is an equi-entropy solution \(f^* = \exp (\mu - 1) h\). Stop.

Step 2: Choose an appropriate \(\mu \in V \cap W\) such that \(Q(\exp (\mu - 1) h)\) is as small as possible.

Step 3: Set \(k = 0, \lambda_k = 0, f^k = \exp (\mu - 1) h, g^k = Lf^k\), and \(Q^* = Q(F^k)\).

Step 4: If \(|Q^*/(m/2) - 1| \leq \epsilon\), then stop. Here \(\epsilon\) is a prescribed small positive number.

Step 5: Solve (37) for \(f^{k+1}\) by using Gauss–Seidel iterative scheme (38).
Step 6: Compute $Q^{k+1} = Q(f^{k+1})$.
Step 7: If $k$ is large enough, stop.
Step 8: If $|Q^{k+1}/(m/2) - 1| \leq \epsilon$, then stop.
Step 9: If $k \geq 1$, then compute $g^{k+1}$ by (42), else $g^{k+1} = f^{k+1}$.
Step 10: If $Q^{k+1} > m/2$, then set $\delta \lambda > 0$, else set $\delta \lambda < 0$.
Step 11: Set $k = k + 1$, $\lambda_k = \lambda_{k-1} + \delta \lambda$.
Step 12: Go to step 5.

In the experiments we consider only cases where the blurring given by the matrix $A$ can be represented as a convolution between the undegraded image and a (rectangular) mask. By making full use of the fact that just very few of the elements in the matrix $L$ are nonzero for moderate mask sizes, it has been possible to construct a fast algorithm without resorting to Fourier transforms. If the blurring happens in the imaging processes, then the mask is usually small. For very large masks, however, the situation is different, and the possibility of time savings by use of Fourier transforms should be investigated. Equation (37) is, however, not convolution form, so implementation of Fourier transforms is not straightforward.

VI. ADJUSTING $\mu$ TO GET THE REQUIRED TOTAL INTENSITY

Assume that the set $U$ is empty and we have parameters $\mu_0$ and $\lambda_0$ such that $\lambda_0 \geq 0$ and $|Q(f(\lambda_0; \mu_0))/(m/2) - 1| \leq \epsilon$. We are to look for a differentiable curve $\lambda = \lambda(\mu)$ passing through $(\mu_0, \lambda_0)$, along which the $Q$-values, $Q(f(\lambda(\mu); \mu))$, are constant. In this case, adjusting the parameter $\mu$ will not affect the satisfaction of the constraint $|Q/(m/2) - 1| \leq \epsilon$. Now along the required curve we should have two relations:

$$\frac{dQ(f(\lambda(\mu); \mu))}{d\mu} = 0,$$  \hspace{1cm} (44)
$$\nabla J(f(\lambda(\mu); \mu); \mu, \lambda(\mu)) = 0,$$  \hspace{1cm} (45)

the latter because $f(\lambda(\mu); \mu)$ is the stationary point of the function $J(f; \mu, \lambda(\mu))$ as known before.

From (45) it is easy to derive that

$$\nabla^2 J(f(\lambda(\mu); \mu); \mu, \lambda(\mu)) \frac{df(\lambda(\mu); \mu)}{d\mu} + h = -\frac{d\lambda(\mu)}{d\mu} \nabla Q(f(\lambda(\mu); \mu)) = 0$$

or

$$\frac{df(\lambda(\mu); \mu)}{d\mu} = \left(\nabla^2 J(f(\lambda(\mu); \mu))\right)^{-1} \left[\frac{d\lambda(\mu)}{d\mu} \nabla Q(f(\lambda(\mu); \mu)) - h\right].$$  \hspace{1cm} (46)

Under the assumption $U = \phi$, we have that

$$\nabla Q(\exp(\mu - 1)h) \neq 0.$$  \hspace{1cm} (47)

As stated before, (47) implies that

$$\nabla Q(f(\lambda(\mu); \mu)) \neq 0$$ \hspace{1cm} everywhere.  \hspace{1cm} (48)

From (44) we have

$$\left(\nabla Q(f(\lambda(\mu); \mu))\right)^T \frac{df(\lambda(\mu); \mu)}{d\mu} = 0.$$  \hspace{1cm} (49)

Combining (47)–(49) together, we obtain

$$\frac{d\lambda(\mu)}{d\mu} = \frac{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} h}{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} \left[\nabla Q\right]},$$  \hspace{1cm} (50)

where the differentiable curve passes through $(\mu_0, \lambda_0)$, i.e., $\lambda(\mu_0) = \lambda_0$.

Then, multiplying both sides of (46) by $h^T$, it follows

$$\frac{d}{d\mu} \sum_{i=1}^n f_i(f(\lambda(\mu); \mu)) = h^T \nabla^2 J \nabla Q + \frac{d\lambda(\mu)}{d\mu} - h^T \nabla^2 J \nabla Q,$$

$$= \left(\frac{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} h}{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} \left[\nabla Q\right]}\right)^T h^T \nabla^2 J \nabla Q - h^T \nabla^2 J \nabla Q.$$

Finally, we obtain the following Cauchy problem of $(n + 2)$ differential equations for adjusting $\mu$ to get the required total intensity:

$$\left[\nabla^2 J\right] \frac{d\lambda(\mu)}{d\mu} = \frac{d\lambda(\mu)}{d\mu} \left[\nabla Q\right] - h,$$

$$\frac{d\lambda(\mu)}{d\mu} = \left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} h,$$

$$\frac{d}{d\mu} \sum_{i=1}^n f_i(f(\lambda(\mu); \mu)) = \left(\frac{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} h}{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} \left[\nabla Q\right]}\right)^T h^T \nabla^2 J \nabla Q - h^T \nabla^2 J \nabla Q.$$  \hspace{1cm} (51)

The iterative scheme for solving (52) is as follows.

Given: $\mu_0$, $\lambda_0$, $f_0 = f(\lambda_0; \mu_0)$, $f_0 = h^T f_0$.

$\mu \geq 0$:

$$\lambda_{k+1} = \lambda_k - \frac{\lambda_k - \lambda_k}{\mu_{k+1} - \mu_k} \nabla Q(f_{k+1}) \left[\nabla Q(f_{k+1})\right]^T \left[\nabla^2 J(f_{k+1}; \mu_k, \lambda_k)\right]^{-1} \left[\nabla^2 J(f_{k+1}; \mu_k, \lambda_k)\right]^T h^T \nabla^2 J \nabla Q - h^T \nabla^2 J \nabla Q,$$

$$\left[\nabla^2 J(f_{k+1}; \mu_k, \lambda_k)\right] f_{k+1} = f_k - f_0.$$  \hspace{1cm} (52)

Under the assumption $U = \phi$, we have that

$$\nabla Q(\exp(\mu - 1)h) \neq 0.$$  \hspace{1cm} (47)

which implies that

$$\nabla Q(\exp(\mu - 1)h) \neq 0.$$  \hspace{1cm} (47)

As stated before, (47) implies that

$$\nabla Q(f(\lambda(\mu); \mu)) \neq 0$$ \hspace{1cm} everywhere.  \hspace{1cm} (48)

From (44) we have

$$\left(\nabla Q(f(\lambda(\mu); \mu))\right)^T \frac{df(\lambda(\mu); \mu)}{d\mu} = 0.$$  \hspace{1cm} (49)

Combining (47)–(49) together, we obtain

$$\frac{d\lambda(\mu)}{d\mu} = \frac{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} h}{\left[\nabla Q\right]^T \left[\nabla^2 J\right]^{-1} \left[\nabla Q\right]},$$  \hspace{1cm} (50)
TABLE I

<table>
<thead>
<tr>
<th>Image</th>
<th>Size of Mask</th>
<th>Standard Deviation of Noise</th>
<th>(S/N)</th>
<th>Sample Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>$5 \times 5$</td>
<td>4.0</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>Image 2</td>
<td>$5 \times 5$</td>
<td>40.0</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Image 3</td>
<td>$7 \times 7$</td>
<td>4.0</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>Image 4</td>
<td>$7 \times 7$</td>
<td>40.0</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Image 5</td>
<td>$5 \times 5$</td>
<td>5.0</td>
<td>1000</td>
<td>10</td>
</tr>
</tbody>
</table>

VII. Experiments

Three source images were used in the experiments. The first one (Fig. 1) is a picture of a girl. The size is $128 \times 128$ pixels, and the resolution in gray level is 8 bits. Five different degraded images were produced from this image. These images, which are input images for the algorithm, will be referred to as images 1–5. Images 1 and 2 were created by first convolving the source image with a $5 \times 5$ mask with all elements equal to unity. Random noise with zero mean and standard deviations of 4 and 40, respectively, was added to the blurred image. This corresponds to the signal-to-noise ratio (S/N) of 1000 and 10, respectively, for the resulting images. To get a stronger blurring, this source image was convolved with a $7 \times 7$ mask with the center $5 \times 5$ elements all equal to zero and the 24 border elements equal to unity. Noise with zero mean and standard deviations of 4 and 40, respectively, was added to the blurred image to produce images 3 and 4. To test the ability of the algorithm to reconstruct an image when we have incomplete measurements, image 5 was created. It is identical to image 1, but the gray level is known for only every tenth pixel. This is, for convenience, done in a regular manner producing the line pattern which can be seen in Fig. 2 where the five input images are shown. Data for these images are listed in Table I.

The second source image [Fig. 3(a)] contains text and has size 480 columns by 100 lines. It was blurred by a $7 \times 7$ Gaussian filter with standard deviation of 5. Noise with standard deviation of 4 was added to produce the input image shown in Fig. 3(b). The third source image [Fig. 4(a)] is a $128 \times 128$ checkerboard image. The corresponding input image was produced by the same degradation process as was applied to the text image.

As stated by (36), the initial guess for the solution vector $f$ is $f^0 = \alpha h$, where $\alpha = \exp (\mu - 1)$ and $h = [1, \cdots, 1]_{1 \times 1}^T$ For fastest possible convergence, $\alpha$ is chosen so that $Q(\alpha)$ is smallest possible (provided $U = \phi$), that is, we choose $\alpha$ so that $dQ(\alpha, \cdots, \alpha)/d\alpha = 0$ [see (34)].

For each reconstruction, the algorithm was run until the resulting $Q$ was sufficiently near $Q = m/2$ ($m$ is the number of data points, i.e., pixels). The number of iterations for each $\lambda$ and step size in $\lambda$, $\delta \lambda = |\lambda_{k+1} - \lambda_k|$ were determined empirically, and the chosen values represent a reasonable, but in no way the best, choice. The optimal choice of $\delta \lambda$ also varies strongly with noise level. The basic policy we use to control the step size in our experi-
Table II
Data for Re却onstruction of Girl Image

<table>
<thead>
<tr>
<th>Image</th>
<th>$K$</th>
<th>$\delta\lambda_1$</th>
<th>$\delta\lambda_2$</th>
<th>$\lambda$-Final</th>
<th>$Q$-Initial</th>
<th>$Q$-Final</th>
<th>$m/2$</th>
<th>$\epsilon$</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>769041</td>
<td>52588</td>
<td></td>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td>Image 1</td>
<td>6</td>
<td>0.2</td>
<td>0.4</td>
<td>1.4</td>
<td>769041</td>
<td>10340</td>
<td></td>
<td>0.262</td>
<td>10.15</td>
</tr>
<tr>
<td>Image 1</td>
<td>12</td>
<td>0.2</td>
<td>0.4</td>
<td>3.8</td>
<td>769041</td>
<td>8381</td>
<td>8192</td>
<td>0.023</td>
<td>20.10</td>
</tr>
<tr>
<td>Image 2</td>
<td>1</td>
<td>4.0</td>
<td>4.0</td>
<td>20.0</td>
<td>15970</td>
<td>13539</td>
<td></td>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td>Image 2</td>
<td>5</td>
<td>4.0</td>
<td>4.0</td>
<td>36.0</td>
<td>15970</td>
<td>8379</td>
<td>8192</td>
<td>0.023</td>
<td>8.40</td>
</tr>
<tr>
<td>Image 3</td>
<td>9</td>
<td>4.0</td>
<td>4.0</td>
<td>36.0</td>
<td>15970</td>
<td>8379</td>
<td>8192</td>
<td>0.023</td>
<td>15.05</td>
</tr>
<tr>
<td>Image 3</td>
<td>1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>643424</td>
<td>73208</td>
<td></td>
<td></td>
<td>2.50</td>
</tr>
<tr>
<td>Image 3</td>
<td>6</td>
<td>0.2</td>
<td>0.4</td>
<td>1.6</td>
<td>643424</td>
<td>11845</td>
<td></td>
<td>0.446</td>
<td>18.10</td>
</tr>
<tr>
<td>Image 3</td>
<td>10</td>
<td>0.25</td>
<td>0.5</td>
<td>4.0</td>
<td>643424</td>
<td>8423</td>
<td>8192</td>
<td>0.028</td>
<td>30.15</td>
</tr>
<tr>
<td>Image 4</td>
<td>1</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>14715</td>
<td>12814</td>
<td></td>
<td></td>
<td>2.50</td>
</tr>
<tr>
<td>Image 4</td>
<td>4</td>
<td>4.0</td>
<td>4.0</td>
<td>16.0</td>
<td>14715</td>
<td>9473</td>
<td></td>
<td>0.156</td>
<td>12.40</td>
</tr>
<tr>
<td>Image 4</td>
<td>8</td>
<td>4.0</td>
<td>4.0</td>
<td>32.0</td>
<td>14715</td>
<td>8412</td>
<td>8192</td>
<td>0.027</td>
<td>24.00</td>
</tr>
<tr>
<td>Image 5</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>77151</td>
<td>47400</td>
<td></td>
<td></td>
<td>1.45</td>
</tr>
<tr>
<td>Image 5</td>
<td>8</td>
<td>0.5</td>
<td>1.0</td>
<td>5.5</td>
<td>77151</td>
<td>3777</td>
<td></td>
<td>3.606</td>
<td>14.30</td>
</tr>
<tr>
<td>Image 5</td>
<td>15</td>
<td>0.5</td>
<td>1.0</td>
<td>12.5</td>
<td>77151</td>
<td>825</td>
<td>820</td>
<td>0.006</td>
<td>26.20</td>
</tr>
</tbody>
</table>

Fig. 5. Results for image 1. Image 1 (upper left), 1 step in $\lambda$ (upper right), 6 steps (lower left), and final result after 12 steps (lower right).

Fig. 6. Results for image 2. Image 2 (upper left), 1 step in $\lambda$ (upper right), 5 steps (lower left) and final result after 9 steps (lower right).

Fig. 7. Results for image 3. Image 3 (upper left), 1 step in $\lambda$ (upper right), 6 steps (lower left), and final result after 10 steps (lower right).

The corresponding images are shown in Figs. 5–9 for images 1–5. The upper left image is the input image, upper right is the result after one step in $\lambda$, lower left is the intermediate result, and at the lower right the final result is shown.

Table III shows some of the experimental data for the text image and checkerboard image. The corresponding reconstructed images are shown in Figs. 10 and 11, respectively.

The overall results indicate a very good performance in reconstruction of blurred images even in cases where we have very few measurements. The performance in reconstruction of extremely noisy images seems to be a little
Fig. 8. Results for image 4. Image 4 (upper left), 1 step in \( \lambda \) (upper right), 4 steps (lower left), and final result after 8 steps (lower right).

Fig. 9. Results for image 5. Image 5 (upper left), 1 step in \( \lambda \) (upper right), 8 steps (lower left), and final result after 15 steps (lower right).

Fig. 10. Reconstruction of text image. (a) Input image. (b) Final result after 22 steps in \( \lambda \).

TABLE III
Reconstruction Data for Text and Checkerboard Image

<table>
<thead>
<tr>
<th>Image</th>
<th>( K )</th>
<th>( \delta \lambda_1 )</th>
<th>( \delta \lambda_2 )</th>
<th>( \lambda )-Final</th>
<th>( Q )-Initial</th>
<th>( Q )-Final</th>
<th>( m/2 )</th>
<th>( \epsilon )</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>22</td>
<td>0.50</td>
<td>256.0</td>
<td>768.5</td>
<td>827968</td>
<td>24574</td>
<td>24000</td>
<td>0.024</td>
<td>3.13.00</td>
</tr>
<tr>
<td>Check</td>
<td>6</td>
<td>0.25</td>
<td>5.0</td>
<td>2.0</td>
<td>1935043</td>
<td>50248</td>
<td>1935043</td>
<td>9297</td>
<td>0.135</td>
</tr>
<tr>
<td>Check</td>
<td>25</td>
<td>0.25</td>
<td>32768.0</td>
<td>98308.0</td>
<td>1935043</td>
<td>81922</td>
<td>8192</td>
<td>0.135</td>
<td>1.15.00</td>
</tr>
</tbody>
</table>

poorer. The experiments indicate that the algorithm runs better in deblurring than in noise removal. In fact, if no noise was present, it is possible (in principle at least) to obtain a perfect reconstruction (which in this case is a pure deconvolution or deblurring). In practice, however, noise is always present, and even very small amounts of noise could cause the reconstructed data to fluctuate some. The present algorithm, however, applies noise statistics [see (4)], which probably is the best way (statistically speaking) of dealing with the noise.

Figs. 5–9 indicate that in many cases it is not necessary to search all the way until \( Q \) reaches \( Q \)-final. The final results are not very much different from the intermediate results also displayed in the same figures. Thus, accepting the intermediate results as the final reconstruction, a lot of CPU time can be saved. As seen, the final results in Table II have their \( \epsilon \)-values less than 0.018 and the intermediate results have their \( \epsilon \)-values larger than 0.083. Therefore, letting \( \epsilon = 0.1 \) in the algorithm might give a reasonable stopping condition.

Table II reveals the importance of varying the step size \( \delta \lambda \). The initial step size cannot be increased significantly from its present values, so a constant step size would in many cases make practical applications impossible.

The checkerboard image was the only case where the result did not undisputedly improve with the number of iterations. The average contrast between black and white squares did increase, but pixel values for the two regions are overlapping after 25 iterations (see Fig. 11), whereas this was not the case for just 6 iterations with a final \( \lambda \) of only 2.0 (shown in the same figure).

The experiments were run on a VAX-11/780 computer. Data for the experiments as well as CPU time consumed are listed in Tables II and III. Although the general problem complexity is the square of the number of pixels, the computational complexity can in many cases (for instance, when the degradation matrix has a simple convolution form) be reduced to being linear in the number of
pixels. This is confirmed through experiments on a 256 \times 256 image. CPU time is, for many applications, crucial. Taking into account the size of the problem, the CPU times listed in Tables II and III are very satisfactory. It is, however, evident that this time can be reduced even more if a better technique for finding an optimal or near optimal \( \delta \lambda \) for each step in the search along the path is developed.

VIII. CONCLUSIONS

The theoretical analysis in previous sections indicates that the maximum entropy image reconstruction is determined by a 1-D path, which is defined by a system of differential equations, i.e., (13), with easily obtained initial condition \((-b/2a)h\), where \( a = \frac{1}{2}l_1^2, b = -\langle r, s \rangle, h = [1, \ldots, 1]_{x+m}^{1}, \) and \( r, s \) are given in (25). Along the path, the \( Q \)-value is monotonically decreasing to reach at the satisfaction of the statistical constraint equation, i.e., \( Q = m/2 \).

The experiments run so far indicate that choosing \( \epsilon = 0.1 \) as the stopping condition of the algorithm, i.e., \( |Q(f^k) - (m/2)|/(m/2) < 0.1 \), gives quality reconstructions and thus is appropriate. This suggests accepting intermediate results as the final reconstruction, as mentioned before. As a result, a lot of CPU time is saved; and actual CPU time is less than or at least comparable with other techniques (e.g., see [8] which uses optimization technique quite efficiently and considerately). To save more CPU time, a more efficient procedure is needed to control the step size in each iteration. Although the step-size problem has been widely studied in the area of numerical analysis (e.g., see [12]), it seems that some modifications are necessary in order to apply some existing results in our algorithm. We are now working on the problem.

A final assessment of the algorithm must wait for this work to be fulfilled. However, the experiments have verified the theory and indicated that the algorithm presented in this paper is a very prospective tool in image reconstruction. In the most general case, this reconstruction will require either an enormous storage capacity (the matrix \( L = A^TA \) has \( n^2 \) elements, where \( n \) is the number of pixels in the image), or a substantial amount of CPU time (if all elements of \( L \) have to be computed every time they are used). However, in many practical applications, simplifications are possible and the reconstruction can be done at a reasonable cost in CPU time without requiring excessive storage capacity.

APPENDIX

Theorem 1: A unique solution curve \( f(\lambda; \mu) \) is defined in \( E \) for \( 0 \leq \lambda < \infty \) by the following Cauchy problem of differential equations:

\[
\begin{align*}
\nabla^2 J \cdot \frac{df}{d\lambda} &= \nabla Q, \\
\left. f \right|_{\lambda=0} &= f^*. 
\end{align*}
\]  
(A-1)

Proof: Since the coefficient matrix \( \nabla^2 J \) is negative definite and both \( \nabla^2 J \) and \( \nabla Q \) are analytic in \( E \), (A-1) does define a unique solution curve \( f(\lambda; \mu) \) in \( E \) for \( 0 \leq \lambda < \alpha \), where \( \alpha \) is some positive number or plus infinity. Thus, all we need now is to prove that the solution curve could be extended whenever \( \alpha < \infty \).

Suppose \( \alpha < \infty \). We are to prove that first of all the solution curve \( f(\lambda; \mu) \) tends to a point \( f^* \) as \( \lambda \) approaches \( \alpha \) from below, and the limit point \( f^* \) satisfies the stationary point equation (7), and then the solution curve \( f(\lambda; \mu) \) is extended beyond \( \alpha \) by the solution curve of the following Cauchy problem:

\[
\begin{align*}
\nabla J \cdot \frac{df}{d\lambda} &= \nabla Q, \\
\left. f \right|_{\lambda=0} &= f^*, \\
\nabla J(f(\lambda; \mu); \mu, \lambda) &= 0, \quad 0 \leq \lambda < \alpha. 
\end{align*}
\]  
(A-2)

Premultiplying (A-2) with \( f^T(\lambda; \mu) \) yields

\[
\begin{align*}
&-\Sigma_i f_i \log f_i + (\mu - 1) \Sigma_i f_i \nonumber \\
&- \lambda f^T(A^TA)f + \lambda f^TA^Tf &= 0, \quad 0 \leq \lambda < \alpha, \nonumber
\end{align*}
\]  
(A-3)

where, for abbreviation, the arguments in \( f(\lambda; \mu) \) are dropped. Equation (A-4) indicates that the norm \( \| f(\lambda; \mu) \| \) must be bounded as \( \lambda \rightarrow \alpha - 0 \). Otherwise, \( f^T \nabla J \) would go to minus infinity because of \( f^T(A^TA)f \geq 0 \) and \( -\Sigma_i f_i \log f_i + (\mu - 1) \Sigma_i f_i + \lambda f^T(A^TA)f \rightarrow -\infty \). The boundedness \( \| f(\lambda; \mu) \| \) assures that each component \( f_i(\lambda; \mu) \) has a positive lower bound as \( \lambda \rightarrow \alpha - 0 \). Otherwise, the corresponding component of \( \nabla J \) would go to \( \infty \), as easily seen from (7). Therefore, not only the entire solution curve, but also its limit point(s) as \( \lambda \rightarrow \alpha - 0 \) belong to \( E \). Now it is clear that each limit point will satisfy (7), and hence, coincide with that unique maximal point of \( J \) at \( \alpha \). If we denote the unique limit point by \( f^* \), then (A-2) does define a unique solution curve in \( E \) for some small interval \( (\alpha - \delta, \alpha + \delta) \) with \( \alpha - \delta \geq 0 \) which coincides with the maximal point path of \( J \) as \( \lambda \in (\alpha - \delta, \alpha + \delta) \). Hence, the solution curve given by (A-2) coincides with \( f(\lambda; \mu) \) as \( \lambda \in (\alpha - \delta, \alpha) \) and extends \( f(\lambda; \mu) \) beyond \( \alpha \).

Q.E.D.
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