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Abstract—To simulate the edge perception ability of human eyes and detect scene edges from an image, context information must be employed in the edge detection process. To accomplish the optimal use of context, we introduce an edge detection scheme which uses the context of the whole image. The edge context for each pixel is the set of all row monotonically increasing paths through the pixel. The edge detector assigns a pixel that edge state having highest edge probability among all the paths.

Based on the same framework, we developed a general robust evaluator for edge detectors. The scheme, based on local edge coherence, does not require any prior information about the ideal edge image and allows any size of neighborhood with which local edge coherence is evaluated on the basis of continuity, thinness, and positional accuracy. The edge evaluator can be incorporated with a feedback mechanism to automatically adjust edge detection parameters (e.g., edge thresholds), for adaptive detection of edges in real images.

Experiments indicate the validity of the edge detector and the general edge evaluator. Upon comparing the performance of the context dependent edge detector with the context free second directional derivative zero-crossing edge operator, we find that the context dependent edge detector is superior.
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I. INTRODUCTION

Edges in a scene are the consequence of changes in some physical and surface properties, such as illumination (shadows, for example), geometry (orientation or depth) and reflectance. As there is a direct relationship between the edges and physical properties of a scene, much of the scene information can be recovered from an edge image. Thus, edge detection plays a key step in the early processing of a computer vision system.

Image edges occur in places of significant intensity changes on the image. There are many kinds of intensity changes in an image. The usual aim of edge detection is to locate edges belonging to boundaries of objects of interest. While the human eyes perform this task easily, the detection of edges is a complex task to achieve. The difficulties in edge detection are mostly caused by noise, blurring and quantizing effects. This results in a situation in which not all the image edges correspond to scene edges and vice versa. People incorporating world knowledge and contextual information can detect edges selectively. Minor image edges which do not correspond to main scene edges are ignored and major scene edges are detected even though they do not correspond perfectly to image edges.

A variety of edge detection schemes have been proposed in the past decade. Most of these operators perform reasonably well on simple noise free images whereas they tend to fail on the images degraded by noise. This is because that as the noise of an image increases, the correspondence between image edges and scene edges becomes weaker and weaker. Thus, an edge detector which can perform well on noisy images is most desirable.

Even though it is possible to derive an edge detection algorithm and argue that it is mathematically optimal under certain ideal image models [Marr and Hildreth 14; Canny 2], any detector which is optimal for an image intensity edge is not necessarily optimal for a scene edge. One possible solution to this exploits the fact that the edges in the real scene domain are not difficult to define and they are less ambiguous than the edges defined in the image domain. The ambiguity with image edges is mainly caused by the unknown factors involved in the many to one physics governing image acquisition.

The solution to edge detection on noisy images should not be image smoothing, because image smoothing alone tends to blur edges. The best solution, we believe, is to incorporate world knowledge and edge context information into the edge detection process.

The context approach described here is related to the dynamic programming idea of Montanari [16] and Martelli [15] of linking together edge segments. However, the dynamic programming, as they employed it is basically a postprocessing process whose performance heavily relies on the starting points for linking which are provided by the preprocessing. A context dependent edge detection using
relaxation labeling was described by Zucker et al. [19]. Their scheme is more computationally expensive than ours and does not have a true probability interpretation.

It is of interest to evaluate the quality of an edge detector, both to compare one detection scheme against another, and also to study the behavior of a given detector under different conditions and parameter settings. Several authors have proposed techniques for edge evaluation [Abdou and Pratt 1; Fram and Deutsch 4; Peli and Malah 18]. Most of these schemes require prior knowledge of the true edge solution. We show how the edge evaluator measures edges. Kitchen and Rosenfeld [12] developed a fully exploit consistency in the direction of detected edge coherence from any size of neighborhood as well as diameter settings. Several authors have proposed techniques for edge detection that systematically mislocates edges will and show that the edge evaluation of Kitchen and Deutsch 4; Peli and Malah 18]. Most of these given detector under different conditions and parameters to compare one detection scheme against another, and also to study the behavior of a detector, both to compare one detection scheme against another, and also to study the behavior of a detector which perfectly locates edges. Additionally, the approach is basically ad hoc, with no underlying theory.

In this paper, based on the same framework as the context edge detection scheme, we formulate the edge evaluation problem as a Bayesian decision problem and show that the edge evaluation of Kitchen and Rosenfeld [12] is just a special case of our general solution. We show how the edge evaluator measures edge coherence from any size of neighborhood as well as the correctness of edge position. This is the first time a general edge position correctness measure has been disclosed.

2. CONTEXT DEPENDENT EDGE DETECTION

2. Edge context

To explain the meaning of the edge context of an image, fix attention on any pixel in the image. Now consider all the row monotonically increasing paths which begin at any border pixel of the image above the selected pixel, go through the selected pixel, and end at some border pixel of the image below the selected pixel. Each such path represents a context for the pixel. Corresponding to each path and the observed pixel values on the path, there is an associated probability of edge state for the given pixel. Among all the paths there is some best 'edge' path which assigns the current pixel as an 'edge' pixel with a probability that is higher than the probability of every other 'edge' path. In considering the difference between the edge and no-edge context, we do not use the best 'no-edge' path alone for the no-edge context. For a given pixel (r, c), a row monotonically increasing path has to pass through one of the pixels (r-1, c-1), (r-1, c), (r-1, c+1), and (r, c-1) before entering the pixel (r, c) and it has to go through one of the pixels among (r+1, c-1), (r+1, c), (r+1, c+1), and (r, c+1) when leaving (r, c). Thus, for each entering and leaving pixel pair there exists a best non-edge path. The non-edge context we use for the edge detection is the average non-edge probability of these best paths.

In Haralick and Lee [10] and Lee [13], a context dependent edge detection scheme was introduced. The context used is basically the edge data in the neighborhood of the pixel under consideration. Any pixels outside this neighborhood have nothing to do with the edge detection of the current pixel. In this paper we introduce a context dependent edge detection scheme which uses all the edge data in the image as the context to help the edge detection process.

According to Haralick and Lee [10], the edge detection problem can be formulated as a Bayesian decision problem. The solution to this problem is: for each pixel position (r, c) of the image assign the edge state $e_{rc}$ as 'edge' if

$$P(e_{rc} = \text{edge}|K) > P(e_{rc} = \text{no - edge}|K) \quad (1)$$

and assign the edge state $e_{rc}$ as 'no-edge' otherwise. The context information which appears in equation (1) is denoted by $K$ which is the facet model representation of each pixel's local neighborhood [Haralick et al. 1980] of the whole image. Thus, we have the most desirable kind of edge labeling process: a process which labels each pixel with that edge state having the highest probability given the entire context of the image. In line with equation (1), the context dependent scheme assigns a pixel edge state 'edge' if the edge probability of the best 'edge' path is higher than the average no-edge probability of the best 'no-edge' paths and assigns a pixel 'no-edge' otherwise.

We begin our description with some definitions. The set $U_{rc}$ designates the set of all row monotonically increasing paths which begin at some border pixel of the image above or to the left of pixel (r, c) and terminate at pixel (r, c). The set $L_{rc}$ designates the set of all row monotonically increasing paths which begin at (r,c) and terminate at some border pixel below or to the right of pixel (r, c). These are illustrated in Figs 1(a) and (b). Let $N_1(r,c) = \{(r-1, c-1), (r-1, c), (r-1, c+1), (r, c-1)\}$, and $N_2(r,c) = \{(r+1, c-1), (r+1, c), (r+1, c+1), (r,c+1)\}$. The set $U_{rc}$, where $(p,q) \in N_1(r,c)$ is defined as

$$U_{rc} = \{T: T \in U_{rc} \text{ and } (p,q) \in T\}.$$
Similarly, we can define
\[ L_{(i,j)} = \{ T : T \in L_r \text{ and } (i,j) \in T \} \]
where \((i,j) \in N_2(r,c)\).

The set \(Z_r\) designates the set of all row monotonically increasing paths beginning at a border of the image passing through pixel \((r,c)\) and continuing to another border pixel of the image. The relationship between \(Z_r\) and \(L_r\) and \(U_r\) should be obvious. \(Z_r\) is just the join of all paths in \(L_r\) with the paths in \(L_r\). Similarly, we can define \(Z_{(i,j)}\) as the join of all paths in \(U_{(i,j)}\) with the paths in \(L_{(i,j)}\).

The set \(U_r^\ast\) designates the set of all row monotonically increasing paths which begin at some border pixel of the image at the same row or above pixel \((r,c)\) and terminate at pixel \((r,c)\). The set \(L_r^\ast\) designates the set of all row monotonically increasing paths which begin at pixel \((r,c)\) and terminate at some border pixel at the same row or below the pixel \((r,c)\). This is illustrated in Figs (c) and (d).

### 2.2 Detection algorithms

For pixel \((r,c)\), let \(k_{rc}\) designate its facet parameter representation and \(f_z(e_{rc}^\ast)\) be the probability that its true edge state is \(e_{rc}^\ast\) given the facet parameters of the best row monotonically increasing path \(T\) taking the direction \(\theta_{rc}^\ast\) through \((r,c)\) where \(\theta_{rc}^\ast\) is the direction which maximizes \(P(\theta_{rc}^\ast | k_{rc})\). Let \(g_{z_r}\) be
\[ g_{z_r}(e_{rc}^\ast, \theta_{rc}^\ast) = \max_{i \in T} P(e_{rc}^\ast, \theta_{rc}^\ast | k_{ij} \text{ or } (i,j) \in T). \]

Then,
\[ f_{z_r}(e_{rc}^\ast) = g_{z_r}(e_{rc}^\ast, \theta_{rc}^\ast). \]

It is noted that \(f_{z_r}\) is not a function of \(\theta_{rc}^\ast\) because \(\theta_{rc}^\ast\) is a fixed value which is determined by
\[ P(\theta_{rc}^\ast | k_{rc}) > P(\theta_{rc}^\ast | k_{rc}) \forall \theta_{rc} \neq \theta_{rc}^\ast. \]

Similarly, we can define \(f_{z_{(i,j)}}(e_{rc}^\ast)\). The average probability \(f_{z_r}(e_{rc}^\ast)\) is defined by
\[ f_{z_r}(e_{rc}^\ast) = \frac{1}{16} \sum_{(i,j) \in N_2(r,c)} f_{z_{(i,j)}}(e_{rc}^\ast). \]

The Bayesian decision theory based edge detection scheme (1) can be expressed as
\[ e_{rc}^\ast = \begin{cases} \text{edge} & \text{if } f_{z_r}(e_{rc}^\ast = \text{edge}) > f_{z_r}(e_{rc}^\ast = \text{no-edge}) \text{ (4)} \\ \text{no-edge} & \text{otherwise.} \end{cases} \]

To perform edge detection we have to compute \(f_{z_r}\).
and then derive \( f_{x,n} \) from \( f_{x,n} \). To compute \( f_{x,n} \), we have to compute \( g_{x,n} \) first.

Analogous to the definition of \( g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) \), \( g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) \) and \( g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) \) are defined as follows:

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \max_{T \in T_{x_n}} P(e_{x_n}^*, \theta_{x_n}^* | k_{x_n}; (i,j) \in T) \tag{5}
\]

and

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \max_{T \in T_{x_n}} P(e_{x_n}^*, \theta_{x_n}^* | k_{x_n}; (i,j) \in T). \tag{6}
\]

\( g_{x_{n-1}} (e_{x_{n-1}}^*, \theta_{x_{n-1}}^*) \) and \( g_{x_{n-1}} (e_{x_{n-1}}^*, \theta_{x_{n-1}}^*) \) are defined in a similar fashion. \( g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) \) can be decomposed as follows,

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \max_{T \in T_{x_n}} P(e_{x_n}^*, \theta_{x_n}^* | k_{x_n}; (i,j) \in T)
= \max_{T \in T_{x_n}} \sum_{i,j \in T} P(k_{x_n}; (i,j) \in T | e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T)
\cdot \frac{P(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T)}{P(k_{x_n}; (i,j) \in T)} \tag{7}
\]

where \( T^- \) designates the set of all pixels in \( T \) but pixel \( (r,c) \).

It is reasonable to assume that when the pixel \((r,c)\) is being examined, no observed characteristics from any other pixel but pixel \((r,c)\) affects the observed data of position \((r,c)\). Hence

\[
P(k_{x_n}; (i,j) \in T | e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T)
= \prod_{(i,j) \in T} P(k_{x_n}; (i,j) \in T) \tag{8}
\]

and

\[
P(k_{x_n}; (i,j) \in T) = \prod_{(i,j) \in T} P(k_{x_n}; (i,j) \in T). \tag{9}
\]

It is also reasonable to assume that the observed facet measurements \( k_{x_n} \) at a pixel \((i,j)\) depends only upon its true facet parameters and edge data. Hence

\[
P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*; (k,l) \in T) = P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*; (k,l) \in T). \tag{10}
\]

Based on the above two assumptions we can derive

\[
P(k_{x_n}; (i,j) \in T | e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T)
= \prod_{(i,j) \in T} P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) \tag{11}
\]

The joint probability \( P(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) \) contains all the information about context. A second order generalized conditional independence assumption is used. It is a Markov-like assumption and is the simplest assumption of higher order than independence. Based on this assumption the joint prior probability can be expressed as the product of functions whose arguments are the label pairs for successive pixels in the path. Let \( R(T) \) designate the set of all pairs of successive pixels in the path \( T \); we have

\[
P(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) = \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T). \tag{12}
\]

Using assumptions (9), (11), and (12), (7) can be decomposed into

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \max_{T \in T_{x_n}} \sum_{(i,j) \in T^-} \prod_{(i,j) \in T} \frac{P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*)}{P(k_{x_n}; (i,j) \in T)} \cdot \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T). \tag{13}
\]

Since \( Z_{x_n} \) can be decomposed into the join of \( U_{x_n} \) and \( L_{x_n} \), this results in

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \max_{T \in T_{x_n}} \sum_{(i,j) \in T^-} \sum_{(i,j) \in T^-} \prod_{(i,j) \in T} \frac{P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*)}{P(k_{x_n}; (i,j) \in T)} \cdot \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) \cdot \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T). \tag{14}
\]

Rearranging (14) we can group all expressions involving \( T_1 \) together and all expressions involving \( T_2 \) together and obtain

\[
g_{x_n} (e_{x_n}^*, \theta_{x_n}^*) = \prod_{(i,j) \in T_1} P(k_{x_n}; e_{x_n}^*, \theta_{x_n}^*) \cdot g_{x_{n-1}} (e_{x_{n-1}}^*, \theta_{x_{n-1}}^*) \cdot g_{x_{n-1}} (e_{x_{n-1}}^*, \theta_{x_{n-1}}^*). \tag{15}
\]

Similarly

\[
g_{x_{n+1}} (e_{x_{n+1}}^*, \theta_{x_{n+1}}^*) = \frac{P(k_{x_{n+1}}; e_{x_{n+1}}^*, \theta_{x_{n+1}}^*)}{P(k_{x_{n+1}}; e_{x_{n+1}}^*, \theta_{x_{n+1}}^*)} \cdot g_{x_{n+1}} (e_{x_{n+1}}^*, \theta_{x_{n+1}}^*) \cdot g_{x_{n+1}} (e_{x_{n+1}}^*, \theta_{x_{n+1}}^*). \tag{16}
\]

The decomposition of \( g_{x_{n+1}} \) is in terms of the neighboring \( g_{x_{n+1}} \), \( h_{x_{n+1}} \), \( h_{x_{n+1}} \), \( h_{x_{n+1}} \), and \( h_{x_{n+1}} \), all of which need definition. Just as the derivation in (7),

\[
g_{x_{n+1}} (e_{x_{n+1}}^*, \theta_{x_{n+1}}^*) = \max_{T \in T_{x_n}} P(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) \cdot \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T). \tag{16}
\]

and

\[
h_{x_{n+1}} (e_{x_{n+1}}^*, \theta_{x_{n+1}}^*) = \max_{T \in T_{x_n}} P(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T) \cdot \prod_{(i,j) \in R(T)} a(e_{x_n}^*, \theta_{x_n}^*; (i,j) \in T). \tag{17}
\]
To do the decomposition for $g_{u,c}$ we need to recognize that whatever the best path is, the best path to $(r,c)$ must have come from one of the pixel locations: $(r,c-1)$, $(r-1,c)$, $(r,c+1)$, $(r+1,c-1)$, $(r+1,c)$, or $(r-1,c+1)$. Because the best paths cannot cross itself, if the best path came from $(r,c-1)$, then the path must be in $U_{r,c-1}$. However, there is no danger of the path crossing itself if the best path comes from $(r,c+1)$. Hence, such a path must be in $U_{r,c+1}$. Likewise, a best path coming from $(r-1,c)$ must be in $U_{r-1,c}$ and a best path coming from $(r+1,c+1)$ must be in $U_{r+1,c+1}$. Using this idea, we can express (16) as

$$g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c) = \frac{P(k_{bc} | e^*_r, e^*_c, 0^*_r, 0^*_c)}{P(k_{bc})} \times \max \left\{ \sum_{(i,j) \in T} \prod_{(i,j) \in T} \frac{P(k_{ij} | e^*_j, 0^*_j)}{P(k_{ij})} \right\} \times \max \left\{ \sum_{(r,c) \in T} \prod_{(r,c) \in T} \frac{P(k_{bc} | e^*_r, e^*_c, 0^*_r, 0^*_c)}{P(k_{bc})} \right\}. \quad (19)$$

Equation (19) says that for each edge label $e^*_r, e^*_c$, the conditional probability of $e^*_r, e^*_c$, given $(k_{ij}; (i,j) \in T)$ of the best path $T$ can be obtained on the basis of the previously computed $g_{u,c}$, and on the previously computed $h_{c,r-1}, h_{c,r+1}, h_{c-1,r}, h_{c+1,r}$ coming from the row above the current row. Equation (19) specifies a recursive neighborhood operator which scans the image in a top down left right scan to produce for each pixel $(r,c)$ and for each edge label $e^*_r, e^*_c$, the probability $g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c)$ providing we can demonstrate a way to compute $h_{c,r}$. Similarly,

$$g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c) = \frac{P(k_{bc} | e^*_r, e^*_c, 0^*_r, 0^*_c)}{P(k_{bc})} \times \max \left\{ \sum_{(i,j) \in T} \prod_{(i,j) \in T} \frac{P(k_{ij} | e^*_j, 0^*_j)}{P(k_{ij})} \right\} \times \max \left\{ \sum_{(r,c) \in T} \prod_{(r,c) \in T} \frac{P(k_{bc} | e^*_r, e^*_c, 0^*_r, 0^*_c)}{P(k_{bc})} \right\}. \quad (18)$$

When examining the first term in the maximization and comparing it to the term $g_{u,c}(e^*_r-1, e^*_c-1, 0^*_r, 0^*_c)$ defined by (16) we discover that the expressions are almost identical. The only difference is that the expression for $g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c)$ involves a summation iterated over all $(i,j) \in T^-$ while the first term in the maximization involves a summation iterated over all $(i,j) \in T$. Since the maximization done in the first term is over all paths terminating at $(r,c-1)$, the summation over $e^*_r$ and $0^*_r$ can be interchanged with the maximization over all $T \in U_{r,c-1}$. A similar reorganization can be done with the second, third, and fourth terms of the summation after comparison of them with $h_{r,c-1}, h_{r,c+1}, h_{r-1,c}, h_{r+1,c}$. This results in

$$g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c) = \frac{P(k_{bc} | e^*_r, e^*_c, 0^*_r, 0^*_c)}{P(k_{bc})} \times \max \left\{ \sum_{(r,c) \in T} g_{u,c}(e^*_r-1, e^*_c-1, 0^*_r-1, 0^*_c-1) \right\} \times \max \left\{ \sum_{(r,c) \in T} g_{u,c}(e^*_r+1, e^*_c+1, 0^*_r+1, 0^*_c+1) \right\}. \quad (18)$$

where $(i,j) \in N((r,c) - (r,c-1))$.

The algorithm for computing $h_{c,r}$ is similar to that of $g_{u,c}$. For a path from $U_{r,c}$ to reach $(r,c)$ it must first have gone through one of the pixel location: $(r,c-1)$, $(r,c+1)$, $(r-1,c-1)$, $(r-1,c)$, or $(r+1,c+1)$. Furthermore, if it went through $(r,c+1)$, since the path cannot cross itself, it must be a path in $U_{r,c+1}$. From our development of equation (19), we know that the maximization over the probability of the paths go through $(r,c-1), (r-1,c-1), (r-1,c)$, and $(r-1,c+1)$ yields $g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c)$. Thus we have

$$h_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c) = \max \left\{ g_{u,c}(e^*_r, e^*_c, 0^*_r, 0^*_c) \right\}.$$
\[
\frac{P(k_{rc}|e_{rc}^*, \theta_{rc}^*)}{P(k_{rc})} = \max_{T \in T_{rc}} \sum_{(i,j) \in T} \prod_{(u,j) \in T} \frac{P(k_{ij}|e_{ij}^*, \theta_{ij}^*)}{P(k_{ij})} \\
	imes \left\{ \sum_{(u,j) \in T} \prod_{(u,j) \in T} \right. \\
	imes d(e_{ij}^*, \theta_{ij}^*, e_{ij}^*, \theta_{ij}^*) \left. \right\}.
\]

(20)

In a similar manner as in the development of (19), we interchange the order of the summation over \(e_{rc}^*, \theta_{rc}^*\) with the maximization over all path \(T\) in \(U_{rc}^\ast, c\) becomes

\[
h_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) = \max \left\{ g_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) \right\}.
\]

(23)

By the definition of (17), the bracketed expression of equation (21) is precisely \(h_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*)\). This results in

\[
h_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) = \max \left\{ g_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) \right\}
\]

(22)

Equation (22) states that \(h_{Uc}^\ast\) can be recursively computed from \(g_{Uc}^\ast\) and the previous \(h_{Uc}^\ast\) in a right-left scan of a row done after \(g_{Uc}^\ast\) has been computed.

To start the recursive calculation (22), we take

\[
h_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) = g_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*) \text{ for that column position } c \text{ which is the right-most position.}
\]

In summary, equations (19) and (22) imply the following algorithm for the computation of \(g_{Uc}^\ast(e_{rc}, \theta_{rc})\). From (19), we perform a top down left-right scan of the image recursively computing \(g_{Uc}^\ast\) from \(g_{Uc}^\ast\), \(h_{Lc}^\ast\), \(h_{Uc}^\ast\), and \(h_{Lc}^\ast\), which had been computed. Following the computation of \(g_{Uc}^\ast\) for all pixels on row \(r\), we perform a right-left scan of row \(r\) using equation (22) to compute \(h_{Uc}^\ast\).

An absolute mirror image derivation applies to \(g_{Lc}^\ast\). Namely,

\[
g_{Lc}^\ast(e_{rc}, \theta_{rc}) = \frac{P(k_{rc}|e_{rc}^*, \theta_{rc}^*)}{P(k_{rc})}.
\]

and

\[
h_{Lc}^\ast(e_{rc}^*, \theta_{rc}^*) = \max \left\{ g_{Lc}^\ast(e_{rc}^*, \theta_{rc}^*) \right\}
\]

(24)

It is also easy to show that

\[
g_{Lr,c+1}(e_{rc}^*, \theta_{rc}^*) = \frac{P(k_{rc}|e_{rc}^*, \theta_{rc}^*)}{P(k_{rc})}.
\]

(25)

\[
* \sum_{\theta_{rc}^*} g_{Lr,c+1}(e_{rc}^*, \theta_{rc}^*)
\]

(26)

(27)

where \((i,j) \in N_2(c, r)\) and \((r, c+1)\).

\(g_{Lr,c}\) can be computed by a bottom up right-left scan of the image recursively from \(g_{Lr,c+1}\), \(h_{Lr,c+1}\), \(h_{Lr,c}\), and \(h_{Lr,c-1}\), which had been computed. A left-right scan of row \(r\) is then performed to compute \(h_{Lr,c}\).

As soon as \(g_{Lr,c}(e_{rc}^*, \theta_{rc}^*)\) has been computed, it can be combined with \(g_{Uc}^\ast(e_{rc}^*, \theta_{rc}^*)\) to compute \(g_{Lr,c}(e_{rc}^*, \theta_{rc}^*)\) (see [15]). In practice, the only useful \(\theta_{rc}^*\) for edge detection is \(\theta_{rc}^*\) which maximizes

\[
P(\theta_{rc}^*|k_{rc})\].

Hence, we determine \(\theta_{rc}^*\) first and then only compute \(g_{Lr,c}(e_{rc}^*, \theta_{rc}^*)\) for both \(e_{rc}^*\) = 'edge' and 'no-edge'. The two probability terms \(f_{2r}(e_{rc}^*)\) and \(f_{2r}(e_{rc}^*)\) are then readily available. The edge state of each pixel \((r, c)\) can now be labeled by means of the rule of equation (4).
2.3. Probabilities

To perform the recursive algorithms (19), (22), (23), (24), we need the probability ratio \( P(k_0 \mid e^0, \theta^0) / P(k_0) \) and the edge consistency function \( a(e^0, \theta^0, e^1, \theta^1) \) where 0 and 1 designate any adjacent pixel pairs in the image.

In Lee [13], we have derived the conditional probability as

\[
P(k_2, \ldots, k_{10} \mid e^*, \theta^*) = P(k_2, k_3 \mid e^*, \theta^*) \cdot P(A, B \mid e^*, \theta^*)
\]

\[\cdot P(k_4, \ldots, k_{10} \mid A, B)
\]  

(25)

where

\[
A = 6 k_2 \sin^2 \theta + k_3 \sin^2 \theta \cos \theta + k_4 \sin \theta \cos^2 \theta + \cdots + k_{10} \cos^2 \theta
\]

\[
B = 2 k_2 \sin^2 \theta + k_3 \sin \theta \cos \theta + k_4 \cos^2 \theta
\]

Let \( \lambda \) be the edge-to-no-edge ratio of \( k_2 \) standard deviation. Then \( P(k_2, k_3 \mid e^* = \text{edge'}, \theta^*) \) can be described by a normal distribution

\[
N \left( 0, \begin{pmatrix} \lambda^2 & 0 \\ 0 & \frac{1}{2} \lambda^2 \end{pmatrix} \right) \cdot H (\begin{pmatrix} \sigma^2 & 0 \\ 0 & 2 \sigma^2 + \lambda^2 \end{pmatrix}) H^T
\]

(26)

and \( P(k_2, k_3 \mid e^* = \text{no-edge'}, \theta^*) \) being a normal distribution

\[
N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, H (\begin{pmatrix} \lambda^2 & 0 \\ 0 & 2 \sigma^2 + \lambda^2 \end{pmatrix}) H^T \right)
\]

(27)

The conditional probability \( P(A, B \mid e^* = \text{edge'}, \theta^*) \) is

\[
N \left( \begin{pmatrix} \lambda^2 \\ 0 \end{pmatrix}, T \begin{pmatrix} 0 & 0 \\ 0 & \sigma^2 \end{pmatrix} T^T + \begin{pmatrix} \sigma^2_d & 0 \\ 0 & \sigma^2_b \end{pmatrix} \right)
\]

(29)

and the conditional probability \( P(A, B \mid e^* = \text{no-edge'}, \theta^*) \) is

\[
N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, T \begin{pmatrix} \sigma^2 \\ 0 \end{pmatrix} T^T + \begin{pmatrix} \sigma^2_d & 0 \\ 0 & \sigma^2_b \end{pmatrix} \right)
\]

(30)

where

\[
T = \begin{pmatrix} \rho & -1 \\ \sqrt{1 + \rho^2} & \sqrt{1 + \rho^2} \end{pmatrix}
\]

and \( \rho \) is the distance along the direction \( \theta \) between \((r, c)\) and \((0, 0)\) as defined in Lee [13].

The probability \( P(k_2, \ldots, k_{10}) \) can be expressed in terms of \( P(k_2, k_3 \mid e^*, \theta^*) \) and \( P(A, B \mid e^*, \theta^*) \),

\[
P(k_2, \ldots, k_{10}) = \int_{-\pi}^{\pi} P(k_2, k_3 \mid e^* = \text{no-edge'}, \theta^*) P(A, B \mid e^*, \theta^*)
\]

\[\cdot P(k_4, \ldots, k_{10} \mid A, B) \cdot \frac{(1 - P(\text{edge}))}{2\pi} d\theta^*
\]

\[+ \int_{-\pi}^{\pi} P(k_2, k_3 \mid e^* = \text{edge'}, \theta^*) P(A, B \mid e^*, \theta^*)
\]

\[\cdot P(k_4, \ldots, k_{10} \mid A, B) \cdot \frac{P(\text{edge})}{2\pi} d\theta^*,
\]

(31)

From (19), (21), (22), (23), and (24) we know that the term we used for the local edge probability is \( \frac{P(k_2 \mid e^*, \theta^*) \cdot P(k_0)}{P(k_0)} \). And, when we compute this local probability, the probability \( P(k_4, \ldots, k_{10} \mid A, B) \) is cancelled out by dividing (25) by (31) and need not be computed. The only probability we need is the prior edge probability \( P(e^* = \text{edge'}) \) (or \( P(\text{edge}) \)),

The edge consistency function \( a(e^0, \theta^0, e^1, \theta^1) \) is defined separately in three different cases:

(1) \( e^0 = \text{edge'} \) and \( e^1 = \text{edge'} \). Due to the low cumulative curvature requirement of an edge in a small neighborhood, it is reasonable to assume that \( a(e^0, \theta^0, e^1, \theta^1) \) has maximal value when the edge direction at the immediate adjacent neighbor agrees with that at the center, \( d \), and the expected neighbor direction agrees with the true neighbor direction, \( d_1 \).

To satisfy these requirements, we define

\[
a(e^0 = \text{edge'}, \theta^0, e^1 = \text{edge'}, \theta^1) = d(\theta^0, \theta^1) + d_1(\theta^0, M, \pi, 4)
\]

(32)

where \( d \) and \( d_1 \) are defined by

\[
d(x, \beta) = \frac{\cos(x - \beta) + 1}{2}
\]

(33)

and \( M \) is the adjacent edge position index in the following order

\[
5 \quad 4 \quad 3
\]

\[
6 \quad 0 \quad 2
\]

\[
7 \quad 8 \quad 1
\]

In \( a(e^0, \theta^0, e^1, \theta^1) \), the center position is the position of the pixel associated with \( e^1 \), \( \theta^1 \), different positions of pixel with \( e^0, \theta^0 \) correspond to different \( M \) values. The measure \( d \) is 0 (smallest value) when the difference between two angle operands is \( \pm \pi \) (in opposite directions). However, when the difference between two angle operands is \( \pm \pi \), the measure \( d_1 \) is 1 (highest value), since the neighbor direction difference of one of the two adjacent neighbor pixels which agree with the given edge direction is \( \pm \pi \).

As \( \pi \) approaches \( \beta \) the nonlinear edge consistency function imposes less penalty (higher value) then the absolute difference function which computes absolute
difference between two angles. Conversely, it gives more penalty when the angle difference is large. In this way the angle quantization effect due to the rectangular grid layout of the pixels is minimized.

\[ (2) e^*_0 = \text{"edge" and } e^*_1 = \text{"no-edge"}. \text{ The edge direction consistency constrains on the \text{"edge"} to \text{"no-edge"} case is in great many weaker than the constraint on the \text{"edge"} to \text{"edge"} case. Training on a set of application specific images will in general be the best way to obtain the consistency function. However, for the purpose of completeness, we suggest a suboptimal yet general applicable function.} \]

\[ a(e^*_0 = \text{"edge"}, \theta^*_0, e^*_1 = \text{"no-edge"}, \theta^*_1) = \frac{d(th^*_0, \theta^*_1) + d(th^*_0, N\pi/4)}{2} \quad (34) \]

where \( N \) is the adjacent edge position index as shown below

\[
\begin{array}{cccc}
3 & 2 & 1 \\
4 & 0 & 8 \\
5 & 6 & 7 .
\end{array}
\]

In \( a(e^*_0, \theta^*_0, e^*_1, \theta^*_1) \), the center position is the position of pixel with \( e^*_0, \theta^*_0 \), different positions of pixel with \( e^*_1, \theta^*_1 \) correspond to different \( N \) values.

\[ (3) e^*_0 = \text{"no-edge" and } e^*_1 = \text{"no-edge"}. \text{ For the purpose of completeness, we define} \]

\[ a(e^*_0 = \text{"no-edge"}, \theta^*_0, e^*_1 = \text{"no-edge"}, \theta^*_1) = \max \left\{ \left(1 - a(e^*_0 = \text{"edge"}, \theta^*_0, e^*_1 = \text{"edge"}, \theta^*_1)\right) \frac{1}{2\pi}, 0 \right\} \quad (35) \]

If the edge directions are consistent, the function returns a low value and vice versa. We set a lower bound \((1/(2\pi)) \) for the function to account for the cases of no-edge pixel pair with consistent edge direction.

2.4. Implementation considerations

To implement the recursive algorithm for \( g_{UV}(e^*_0, \theta^*_0) \), an image column is appended to the left of the image (we name it column 0) and both \( g_{UV}(e^*_0 = \text{"edge"}, \theta^*_0) \) and \( g_{UV}(e^*_0 = \text{"no-edge"}, \theta^*_0) \) are initialized to 1. Similarly, we append a row at the top of the image \((r = 0)\) and initialize both \( g_{UV}(e^*_0 = \text{"edge"}, \theta^*_0) \) and \( g_{UV}(e^*_0 = \text{"no-edge"}, \theta^*_0) \) to 1. The consistency function \( a \) outputs one if its inputs include at least one appended boundary pixels. Starting from pixel position \((1, 1)\), \( g_{UV}(e^*_1, \theta^*_1) \) can be recursively determined:

\[
g_{UV}(e^*_1, \theta^*_1) = \frac{P(k_{11}|e^*_1, \theta^*_1)}{P(k_{11})},
\]

\[
g_{UV}(e^*_2, \theta^*_2) = \frac{P(k_{12}|e^*_2, \theta^*_2)}{P(k_{12})}
\]

\[
\max \left\{ \sum \frac{P(k_{11}|e^*_1, \theta^*_1)}{P(k_{11})}, a(e^*_1, \theta^*_1, e^*_2, \theta^*_2) \right\}
\]

\[
\vdots
\]

\[
(36)
\]

There are two \( (P(k|e^*, \theta^*)/P(k)) \) ratios, one for edge state = \text{"edge"}, one for edge state = \text{"no-edge"}. Since

\[
P(k) = \int_{e^* \in \Phi} P(k|e^* = \text{"edge"}, \theta^*) d\theta^*
\]

\[
+ \int_{e^* \in \Phi} P(k|e^* = \text{"no-edge"}, \theta^*) d\theta^*
\]

\[
= \frac{P(\text{edge})}{2\pi} \int_{e^* \in \Phi} P(k|e^* = \text{"edge"}, \theta^*) d\theta^*
\]

\[
+ (1 - P(\text{edge})) \int_{e^* \in \Phi} P(k|e^* = \text{"no-edge"}, \theta^*) d\theta^*,
\]

\[
(37)
\]

Let \( \theta^*_0 \) be the \( \theta^* \) which maximizes \( P(\theta^*, e^*) k \) (the observed gradient direction of a pixel). To simplify the computation, we define \( P(k|e^* = \text{"edge"}, \theta^*) \) and \( P(k|e^* = \text{"no-edge"}, \theta^*) \) such that the summation over all possible edge direction of the probability is \( 2\pi \) times the probability as \( \theta^* = \theta^*_0 \), or:

\[
\int_{e^* \in \Phi} P(k|e^*, \theta^*) d\theta^* = 2\pi P(k|e^*, \theta^*_0).
\]

\[
(38)
\]

Hence

\[
P(k) = P(\text{edge}) P(k|e^* = \text{"edge"}, \theta^*_0)
\]

\[
+ (1 - P(\text{edge})) P(k|e^* = \text{"no-edge"}, \theta^*).
\]

\[
(39)
\]

In the case of \( e^* = \text{"edge"}, \) the local edge probability ratio is then

\[
\frac{P(k|e^* = \text{"edge"}, \theta^*_0)}{P(k)} = \frac{P(E) P(k|e^* = \text{"edge"}, \theta^*_0)}{P(k)} + (1 - P(E)) P(k|e^* = \text{\"N"}, \theta^*)
\]

\[
(40)
\]

which is

\[
\begin{cases}
1 \text{ if } P(k|e^* = \text{"edge"}, \theta^*_0) = P(k|e^* = \text{"no-edge"}, \theta^*_0) \\
> 1 \text{ if } P(k|e^* = \text{"edge"}, \theta^*_0) > P(k|e^* = \text{"no-edge"}, \theta^*_0) \\
< 1 \text{ if } P(k|e^* = \text{"edge"}, \theta^*_0) < P(k|e^* = \text{"no-edge"}, \theta^*_0).
\end{cases}
\]

This gives the meaning of this local probability ratio. If the observed facet parameters of a pixel support in
favor of 'edge' state, the local probability ratio will be greater than one (neutral). Otherwise, it will be less than one. When the observed facet data do not support either state, the probability ratio is one. This also explains why paths are initialized by the value one. A similar relationship holds for the \( e^* = \text{`no-edge'} \) case.

The implementation of the recursive algorithm for \( \tilde{g}_{\mathbf{e}}(e^*_x, \theta^*_x) \) is similar to the one we described above. In the derivations we treat context of 'edge to edge', 'edge to no-edge', and 'no-edge to no-edge' equally. However, in the context of edge lines 'edge to edge' context is much stronger than 'no-edge to edge' and 'no-edge to no-edge' consistency. We endeavor to remedy this unequal strength of context by emphasizing the 'edge to edge' context. We require an edge path possesses all 'edge' pixels and on the other hand, require a no-edge path to have all 'no-edge' pixels. Moreover, the \( g \) and \( h \) functions (see equations (5) and (17)) are non-zero only when the edge direction on these functions are the angle \( \theta^*_x \) which maximizes \( P(\theta^*_x | \mathbf{e}) \). In order to balance local information and context information we set limitations on the context influence. We set a lower bound of influence \( \epsilon_{\text{min}} \) and an upper bound of influence \( \epsilon_{\text{max}} \), where \( \epsilon_{\text{min}} < \epsilon_{\text{max}} \). The maximum possible value of any \( g \) and \( h \) functions are limited to \( \epsilon_{\text{max}} \) and the minimum possible value of any \( g \) and \( h \) functions are limited to \( \epsilon_{\text{min}} \).

3. GENERAL EDGE EVALUATION

3.1. Edge coherence measure

In order to make decisions about the performance of an edge operator, its performance score \( S \) must be estimated:

\[
S = \frac{1}{|I|} \sum_{(i,j) \in \tilde{A}} S(e^*_{ij}, \theta^*_{ij}, \theta_{ij} = \text{`edge'},
 + \sum_{e_{ij}^* \in A} S(e^*_{ij}, \theta^*_{ij}, \theta_{ij} = \text{`no-edge'},
\theta_{ij} = \theta_{ij} | E, \theta)
\]

\[
\theta_{ij} = \theta_{ij} | E, \theta)
\]

\[
\theta_{ij} = \theta_{ij} | E, \theta)
\]

where \( I \) is the entire image set, \( A = \{(i,j) | (i,j) \in I \) and \( e_{ij} = \text{`edge'} \), \( \tilde{A} = I - A \), and \( E \) and \( \theta \) are the observed edge state and edge direction of the whole image.

The score function we use here computes the score on a pixel by pixel basis. That is

\[
S(e^*_{ij}, \theta^*_{ij}, \theta_{ij}, (i,j) \in I) = \sum_{(i,j) \in \tilde{A}} S(e^*_{ij}, \theta^*_{ij}, \theta_{ij}, \theta_{ij})
\]

\[
(42)
\]

Using a zero-one score function for each pixel, (41) becomes

\[
\frac{1}{|I|} \sum_{(i,j) \in \tilde{A}} P(e^*_{ij} = \text{`edge'}, \theta^*_{ij} = \theta_{ij} | E, \theta)
\]

\[
+ \sum_{(i,j) \in \tilde{A}} P(e^*_{ij} = \text{`no-edge'}, \theta^*_{ij} = \theta_{ij} | E, \theta)
\]

\[
(43)
\]

Similar to the definition in (2), we define

\[
\tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) = \max_{(k,l) \in T} P(e^*_{ij}, \theta^*_{ij} | \mathbf{e}_{kl})
\]

\[
(44)
\]

where \( T \) is the best local row monotonically increasing path in the local neighborhood taking the direction \( \theta_{ij} \) through \((i,j)\). We can define \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \) and \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \) in a similar fashion and express \( \tilde{g}_{\mathbf{e}} \) in terms of \( \tilde{g}_{\mathbf{e}} \) and \( \tilde{g}_{\mathbf{e}} \):

\[
\tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) = \frac{P(e_{ij}, \theta_{ij})}{P(e_{ij}, \theta_{ij} | e^*_{ij}, \theta^*_{ij})} \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij})
\]

\[
(45)
\]

Just as in (16), \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \) can be expressed as

\[
\tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) = \max_{(i,j) \in T} \sum_{\mathbf{e}_{kl}} \prod_{(k,l) \in T} P(e_{kl}, \theta_{kl} | e^*_{kl}, \theta^*_{kl})
\]

\[
\prod_{(i,j) \in T} C(e^*_{ij}, \theta^*_{ij}, e^*_{kl}, \theta^*_{kl})
\]

\[
(46)
\]

Similar expressions exist for \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \) and \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \), and \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \) and \( \tilde{g}_{\mathbf{e}}(e^*_{ij}, \theta^*_{ij}) \). The edge probability \( P(e_{ij}, \theta_{ij}) \) can be computed as

\[
P(e_{ij}, \theta_{ij}) = \int_{e^*_{ij}} P(e_{ij}, \theta_{ij} | e^*_{ij}, \theta^*_{ij} = \text{`edge'}, \theta^*_{ij})
\]

\[
P(\theta^*_{ij} | e^*_{ij} = \text{`edge'}, \theta^*_{ij})
\]

\[
P(\theta^*_{ij})
\]

\[
P(e^*_{ij} \theta^*_{ij} = \text{`no-edge'}, \theta^*_{ij})
\]

\[
P(e^*_{ij})
\]

\[
P(e^*_{ij} = \text{`edge'}, \theta^*_{ij})
\]

\[
P(e^*_{ij} = \text{`no-edge'})
\]

\[
(47)
\]

In general there is no favorite edge direction for either edge or no-edge pixels. Thus

\[
P(\theta^*_{ij} | e^*_{ij} = \text{`edge'}) = P(\theta^*_{ij} | e^*_{ij} = \text{`no-edge'}) = \frac{1}{2\pi}
\]

\[
(48)
\]

and (47) becomes

\[
\frac{1}{2\pi} \int_{e^*_{ij}} P(e_{ij}, \theta_{ij} | e^*_{ij}, \theta^*_{ij} = \text{`edge'}, \theta^*_{ij}) P(e^*_{ij} = \text{`edge'}) d\theta^*_{ij}
\]

\[
+ \frac{1}{2\pi} \int_{e^*_{ij}} P(e_{ij}, \theta_{ij} | e^*_{ij} = \text{`no-edge'}, \theta^*_{ij})
\]

\[
P(e^*_{ij} = \text{`no-edge'}) d\theta^*_{ij}
\]

\[
(49)
\]

The assumption that all the observed 'edge' pixels are true 'edge' pixels has been implicitly made in Kitchen and Rosenfeld's approach [12]. Although this assumption is not exactly true, it is in general the best choice we have for edge detector evaluation. It is not
feasible to evaluate the goodness of an edge detector based on a biased prior guess. Using this realistic choice, (49) becomes

\[ P(\varepsilon_{ij} = \text{`edge'}, \theta_{ij}) = \frac{1}{2\pi \sigma_{\varepsilon_{ij}} \sigma_{\theta_{ij}}} \exp \left\{ -\frac{(\varepsilon_{ij} - \varepsilon_{ij}^*)^2 + (\theta_{ij} - \theta_{ij}^*)^2}{2\sigma_{\varepsilon_{ij}}^2\sigma_{\theta_{ij}}^2} \right\} \]  

(50)

Similar to (38), a probability function is selected to make

\[ P(\varepsilon_{ij} = \text{`edge'}, \theta_{ij}) = P(\varepsilon_{ij} = \text{`edge'}, \theta_{ij} | \varepsilon_{ij}^* = \text{`edge'}, \theta_{ij}^*) \exp \left\{ -\frac{(\varepsilon_{ij} - \varepsilon_{ij}^*)^2 + (\theta_{ij} - \theta_{ij}^*)^2}{2\sigma_{\varepsilon_{ij}}^2\sigma_{\theta_{ij}}^2} \right\} \]  

This implies

\[ \frac{P(\varepsilon_{ij} = \text{`edge'}, \theta_{ij} | \varepsilon_{ij}^* = \text{`edge'}, \theta_{ij}^*)}{P(\varepsilon_{ij} = \text{`edge'}, \theta_{ij})} = 1. \]  

Similarly, we can derive

\[ \frac{P(\varepsilon_{ij} = \text{`no-edge'}, \theta_{ij} | \varepsilon_{ij}^* = \text{`no-edge'}, \theta_{ij}^*)}{P(\varepsilon_{ij} = \text{`no-edge'}, \theta_{ij})} = 1. \]  

(51)

This concludes

\[ g_u(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}) = \max_{\varepsilon_{ij}^* \in A} \prod_{(i,j) \in R(T)} \left\{ \alpha(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}, \varepsilon_{ij}^* = e_{ij}, \theta_{ij}^* = \theta_{ij}) \right\} \]  

(52)

(52) allows the estimation of the local edge coherence based on the observed edge data rather than the true edge data. Although the underlying assumptions are not mentioned in their paper, Kitchen and Rosenfeld directly used observed edge data for edge detector evaluation. Their scheme considers only local edge coherence of the observed edge pixels and ignores the observed non-edge pixels. This is the reason why they need a thinness measure to balance out the computation time and the number of edge pixels.

In the following derivations we consider only the local coherence of 'edge' pixels. However, it is easy to extend the derivations to include all the 'no-edge' coherence in the edge evaluation scheme. The thinness measure we used which will be described in the next section is more robust than the one that Kitchen and Rosenfeld used.

By putting (51) and (52) into (45) we get

\[ g_k(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}) = g_u(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}) \]  

\[ = \max_{\varepsilon_{ij} \in A} \prod_{(i,j) \in R(T)} \left\{ \alpha(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}^* = \theta_{ij}) \right\} \]  

(53)

Similar to the derivations for edge detection, by some direct substitutions and mathematical manipulations, both \( g_u(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}) \) and \( g_k(\varepsilon_{ij}^* = \varepsilon_{ij}, \theta_{ij}^* = \theta_{ij}) \) can be obtained by a dynamic programming technique carried out in the local neighborhood around pixel \((i,j)\). The scheme of Kitchen and Rosenfeld is just a 3 × 3 case of this general scheme implemented in a brute force fashion.

3.2. Edge correctness and thinness measure

As we mentioned, Kitchen and Rosenfeld's edge evaluator disregards the correct location of the edges. To resolve this problem, a new scheme is developed in this section. This scheme considers both the observed edge data and the original grayscale image. An edge pixel is considered as having been correctly detected if its left and right (with respect to edge direction) regions are homogeneous and possess distinct grayscale means. More explicitly, they should satisfy the following criterion:

\[ \max(\sigma_1^2, \sigma_2^2) < \left( \frac{\mu_1 - \mu_2}{g} \right)^2 \]  

where \((\mu_1, \sigma_1^2)\) and \((\mu_2, \sigma_2^2)\) are the grayscale mean and variance pairs of the left and right regions; \(g\) is a selected constant reflecting the minimum signal to noise ratio of any homogeneous regions in the image.

Let \(T\) be the best row monotonically increasing path starting from an upper boundary and ending at a lower boundary of the neighborhood around the given pixel \((r,c)\) and \(T_u\), and \(T_l\) be the best row monotonically decreasing paths ending at pixel \((r,c)\) and starting at pixel \((r,c)\), hence \(T = T_u \cup T_l\). To construct the right and left regions of pixel \((r,c)\), we define two vectors \(u\) and \(l\) as the vectors connecting the end points of \(T_u\) and \(T_l\) and define \(\theta_u, \theta_l\) as the angles between \(u, l\) and the column axis \(c\). Two sets \(T_u \) and \(T_l \) are defined by:

\[ T_u^{k+1} = \begin{cases} (r + 1, c) | \forall (r,c) \in T_u^k & \text{if} \ 0^\circ \leq \theta_u \leq 22.5^\circ \\ (r + 1, c + 1) | \forall (r,c) \in T_u^k & \text{if} \ 22.5^\circ < \theta_u \leq 67.5^\circ \\ (r, c + 1) | \forall (r,c) \in T_u^k & \text{if} \ 67.5^\circ < \theta_u \leq 112.5^\circ \\ (r - 1, c + 1) | \forall (r,c) \in T_u^k & \text{if} \ 112.5^\circ < \theta_u \leq 157.5^\circ \\ (r - 1, c) | \forall (r,c) \in T_u^k & \text{if} \ 157.5^\circ < \theta_u \leq 180^\circ \end{cases} \]  

(55)

\[ T_l^{k+1} = \begin{cases} (r - 1, c) | \forall (r,c) \in T_l^k & \text{if} \ 0^\circ \geq \theta_l \geq -22.5^\circ \\ (r - 1, c + 1) | \forall (r,c) \in T_l^k & \text{if} \ -22.5^\circ > \theta_l \geq -67.5^\circ \\ (r, c + 1) | \forall (r,c) \in T_l^k & \text{if} \ -67.5^\circ > \theta_l \geq -112.5^\circ \\ (r + 1, c + 1) | \forall (r,c) \in T_l^k & \text{if} \ -112.5^\circ > \theta_l \geq -157.5^\circ \\ (r + 1, c) | \forall (r,c) \in T_l^k & \text{if} \ -157.5^\circ > \theta_l \geq -180^\circ \end{cases} \]  

(56)

where \( k \) \in integer set \( N \). The set \( T^k \) is defined as
\( T_{n} \cup T_{i} \). We can also define \( T_{n}^{-1} \) and \( T_{i}^{-1} \) in a similar fashion. For a selected width \( d \) which is smaller than or equal to the minimum width of any meaningful region of the image, the pixels belong to the set \( \cup_{e=1}^{d} T_{i} \) and \( \cup_{e=1}^{-d} T_{i} \) construct the right and the left regions. The location accuracy measure \( la \) of an observed edge point is defined as

\[
la = \min \left\{ \frac{(\mu_1 - \mu_2)^2}{\sigma_1 \max(\sigma_1^2, \sigma_2^2)} \right\} \quad (57)
\]

We now introduce the edge thinness measure \( T \). Let \( N_l \) be the set of the left adjacent 'edge' pixels of \( T \) and \( N_r \) be the set of right adjacent 'edge' pixels of \( T \):

\[
N_l = \{(i,j) | (i,j) \in T^{-1} \text{ and } s_{ij} = \text{'edge'}\}
\]

\[
N_r = \{(i,j) | (i,j) \in T \text{ and } s_{ij} = \text{'edge'}\}
\]

Let \( |S| \) represent the number of elements belong to a set \( S \). A generalized thinness measure \( T \) is defined by:

\[
T = 1 - \frac{|N_l| + |N_r|}{|T^{-1}| + |T^{-1}|} \quad (58)
\]

or

\[
T = 1 - \frac{2 \times \min\{|N_l| + |N_r|\}}{|T^{-1}| + |T^{-1}|} \quad (59)
\]

depends on whether we allow the existence of ideal step edges (two pixel width (use (59)) or not (use (58)). Figure 2 shows the sets \( N_l, N_r, T^{-1}, \) and \( T^{-1} \).

The overall edge score based on local edge coherence (not including edge position correctness) is a linear combination of the continuation measure \( C \), obtained from equation (41), and the thinness measure \( T \):

\[
E = w(T)C + (1 - w(T))T
\]

\[
\begin{align*}
|N_l| &= 9 \\
|N_r| &= 9 \\
|N_l| &= 5 \\
|N_r| &= 5
\end{align*}
\]

Fig. 2. This shows the sets \( N_l, N_r, T^{-1}, \) and \( T^{-1} \).

The \( w \) we use here is a function of \( T \):

\[
w(T) = \begin{cases} 
0.2 & \text{if } 1 \geq T \geq 0.85 \\
0.25 & \text{if } 0.85 \geq T \geq 0.75 \\
0.3 & \text{if } 0.75 \geq T \geq 0.65.
\end{cases} \quad (60)
\]

We do not allow any edge to be thicker than \( T < 0.65 \). When \( T \) is small, the image has quite a lot of redundant edges and the edge evaluation scheme is not reliable for this kind of image and the only comment we can make is probably "they are bad edge images". In Kitchen and Rosenfeld's experiment for edge detection they did not set the lower limit on \( T \). This results in cases of lower edge scores for higher SNR images.

4. EXPERIMENTAL RESULTS

4.1. General edge evaluator

We present some experiments to verify the performance of the general edge evaluator. To permit a comparison, we use similar edge detection schemes and the same noise model and test images as those of Kitchen and Rosenfeld. However, we extended the edge evaluation kernel size from \( 3 \times 3 \) to \( 5 \times 5 \).

Three well known edge detectors are used in the experiments, the Kirsch operator \( K \) [Kirsch 11], the \( 3 \times 3 \) Sobel operator \( D \) [Duda and Hart 3], and Nervati's compass operator \( BC \) [Nervati and Babu 17]. Two test images were used. The first one is a "vertical edge" image of size \( 64 \times 64 \) pixels. It consists of a left panel with grey level 115, a right panel with grey level 140, and a single central column of intermediate grey level 128. The second one is a "ring" image consisting of concentric light rings (grey level 140) on a dark background (grey level 115). This image was originally generated as a \( 512 \) by \( 512 \) image with a central dark circle of radius \( 64 \), surrounded by three bright rings of width \( 32 \), these being separated by two dark rings of the same width, with a dark surround. The decision as to whether a pixel should be light or dark is based on its Euclidean distance from the center of the image. This image was then reduced to size \( 128 \) by \( 128 \), by replacing each \( 4 \) by \( 4 \) block with a single pixel having the average grey level of the block.

Independent zero-mean Gaussian noise was added to each of the test images at seven different signal-to-noise ratios: \( 1, 2, 5, 10, 20, 50, \) and \( 100 \). The signal-to-noise ratio (SNR) is defined by \( \text{SNR} = (h/\sigma)^2 \), where \( h \) is the edge contrast (in this case 25) and \( \sigma \) is the standard deviation of the noise. Figures 3 and 4 show these two test images and their noisy images with different SNR.

In the experiment, we applied each operator to the test images at the seven different signal-to-noise ratios, and at each noise level the threshold was adjusted to maximize the edge evaluation score \( E \). The local neighborhood size for edge evaluation is selected as \( 3 \times 3 \). The size is larger than Kitchen and Rosenfeld's scheme which can only deal with \( 3 \times 3 \) neighborhood.

Figures 5 and 6 show the evaluation results for
operators for the low SNR images are not as flat as the curves of Kitchen and Rosenfeld's evaluator (see Fig. 5). Because of the lower bound we used for the thinness measure $T$, the edge images of these operators on the vertical edge image are shown in Figs 7(a), 8(a) and 9(a), respectively. It is noted that a visual evaluation of these edge images is consistent with that which we obtained quantitively based on the evaluator.

The result of the edge position correctness measure for different operators are shown in Fig. 10. The figure shows that for this particular image the edge correctness measure is consistent with the edge coherence measure. Any combination of them will yield almost equivalent evaluation score of each operator.

The evaluation scores based on the local edge coherence measure on the ring test images are different from those of the vertical edge images for the operators. The Sobel operator has uniformly best scores, while Nevatia's compass operator performs the worst. The low score of the compass operator is partially caused by the single width edge based edge linking process and is even further degraded by the non-equivalent edge directions of adjacent edge pixels. Since we set the lower bound on the thinness measure $T$, the performance score curves of these operators on the low SNR images are not as flat as the performance curves of Kitchen and Rosenfeld's evaluator. The edge images after applying these operators to the rings image are shown in Figs 7(b), 8(b) and 9(b), respectively.

The results of the edge position correctness measure for different operators on the rings images are shown in Fig. 11. It shows that if we were to combine the edge correctness measure with the edge coherence measure, we will increase the score of the compass operator because its performance is not really as bad as it appears in the edge coherence score. Thus, a combination of the two measures provides more reliable edge score.

4.2. Context dependent edge detector

To understand the performance of the context dependent edge detector, we examine the behavior of the context edge detector on one well structured simulated image and two real images. We then compare the results with the context free second derivative zero-crossing edge operator [Haralick, 7] to see how and in what degree the context information can improve the operator.

The simulated test image is a noisy bar image. The image size is $100 \times 50$ pixels. The pixel intensity is 0 for dark bars and 175 for white bars. A 2 x 2 averaging is applied to this image to simulate ideal single pixel width edge lines. A zero mean Gaussian noise with standard deviation 40 is then added to this image. We fit each $5 \times 5$ neighborhood of the test image by a cubic polynomial and then apply the context dependent operator and second derivative zero crossing edge operator to it. In order to quantitively see
the difference in performance of these two schemes, we measure for the whole image the conditional probabilities $P(E'|E^*)$, $P(E^*|E')$, $P(E'|E^*)$, and $P(E^*|E^*)$ where $E'$ and $E$ designate the assigned `edge' and `no-edge' pixel sets and $E^*$ designate the true `edge' and `no-edge' pixel sets. When determining $P(E'|E^*)$ and $P(E^*|E')$, the adjustable parameters of each edge operator are chosen to equalize these two conditional probabilities ($P(E'|E^*) \approx P(E^*|E')$). The performance in terms of $P(E'|E^*)$ and $P(E^*|E')$ are shown in Table 1. When determining $P(E'|E^*)$ and $P(E^*|E^*)$, the adjustable parameters of each edge operator are chosen to equalize these two conditional probabilities ($P(E'|E^*) \approx P(E^*|E^*)$). The probability $P(E'|E^*)$ for the context free operator is 0.02 while the probability for the context operator is 0. The results show that the context scheme performs much better than the context free operator.

We now apply the context dependent edge detector to two 3-D range images (128×128 pixels) of manmade objects. To these images a zero mean Gaussian noise of standard deviation 30 is added. The noisy
Fig. 7. Edge results from Sobel operator for (a) vertical edge test image and (b) rings test image with various levels of noise. From left to right, top to bottom: no noise, SNR 100, 50, 20, 10, 5, 2, and 1.

Fig. 8. Edge results from Kirsch operator for (a) vertical edge test image and (b) rings test image with various levels of noise. From left to right, top to bottom: no noise, SNR 100, 50, 20, 10, 5, 2, and 1.

Fig. 9. Edge results from Nevitia’s compass operator for (a) vertical edge test image and (b) rings test image with various levels of noise. From left to right, top to bottom: no noise, SNR 100, 50, 20, 10, 5, 2, and 1.

| Operator | probability | $P(E^*|E)$ | $P(E^*|E)$ |
|----------|-------------|------------|------------|
| Context dependent | 0.8600 | 0.8600 |
| Context free | 0.6950 | 0.6814 |

Images are shown in Figs 12(a), and 13(a). A $5 \times 5$ cubic polynomial fitting is applied to the noisy images followed by the applications of both the context free second derivative zero-crossing edge operator and the context dependent edge operator. The context bounds we used for both images are
\[ \varepsilon_{\text{mis}} = 0.1 \text{ and } \varepsilon_{\text{max}} = 10. \]

The results of the context free edge operator are shown in Figs 12(b), and 13(b). The results of the context dependent edge operator are shown in Figs 12(c), and 13(c). It can be easily verified visually that the edge images of the context dependent edge operator show better connectivity and much less noise than the context free edge operator.

In order to see the performance of the context dependent edge operator under different noise levels, the context dependent and the context free edge operators are applied to images with noises of standard deviations 10, 20, 30, 40, and 50, respectively. The general edge evaluator is employed to measure the performance scores of both edge operators. The edge results which maximize the edge score are shown in Fig. 14. It is also easy to verify that the context edge operator has better performance over the context edge operator.
free edge operator by a visual evaluation. The edge score curves are shown in Fig. 15.

The edge consistency function we used is a linear combination of the functions \(d(x, \beta)\) and \(d_1(x, \beta)\) which are defined by (33). In order to see the performance of the context edge operator when employing different consistency functions, we use \(d'\) and \(d'_1\) to replace \(d\) and \(d_1\) for the edge consistency function. \(d'\) and \(d'_1\) are defined as power of \(d\) and \(d_1\), respectively. Thus,

\[
d'(x, \beta) = (d(x, \beta))^\text{power}
\]

and

\[
d'_1(x, \beta) = (d_1(x, \beta))^\text{power}.
\]

We apply the context operator to the image shown in Fig. 12(a) by employing consistency functions of powers 0.3, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, and 5.0, respectively. All the parameter settings except the power of
the consistency function are kept at the same values as we used to produce Fig. 12(c). The edge results are shown in Fig. 16.

It is found that when the power is small, the detected edge lines appear very thick and the connectivity of the edge lines is good. Conversely, as the power of the consistency function increases, the detected edges are thin and broken into pieces. The best edge image among them is the image of power one. It is not difficult to explain this phenomenon. When the power of the consistency function is small the consistency function outputs high values in a wide range of angle differences. Thus, the context information is relatively strong in the edge detection process and thus links pixels nearby edge pixels. On the other hand, when the power of the consistency function is large, the context information is relatively weak in the edge detection process and can not fill the gaps in the middle of the edge lines.

Finally, we apply the context dependent edge operator to an image corrupted by a signal dependent noise. The signal dependent noise image is generated by the function

\[
SDN(f(r, c)) = N\left(f(r, c), \frac{f(r, c)}{5} + 10\right),
\]

where \(N(a, b)\) returns a normal random number with mean \(a\) and standard deviation \(b\). We apply the signal dependent noise to object image 1. The noisy image is shown in Fig. 17(a). We fit each \(5 \times 5\) neighborhood of the noisy image by a bivariate cubic polynomial and apply both the context-free and the context dependent operators to the fitted image. The edge results are shown in Figs 17(b) and (c). The edge image produced by the context dependent operator appears better than the edge image produced by the context-free operator.

![Fig. 16. The context operator applies to the noisy object image 1 with different powers of the consistent function. The powers are from left to right, top to bottom: 0.3, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, and 5.0.](image)

![Fig. 17. The object image 1 corrupted by a signal dependent noise (a), its context free edge image (b), and context dependent edge image (c). The window size for cubic polynomial fitting is \(5 \times 5\).](image)

5. CONCLUSIONS

We have developed an edge detection scheme from a Bayesian theoretic framework. The edge detection makes use of the edge context of the entire image. For a given pixel the edge context of the whole image related to this pixel is organized as monotonically increasing paths which begin at any border pixels of the image above the selected pixel, pass through the selected pixel, and end at some border pixels of the image below the selected pixel. We will assign a pixel edge state 'edge' if the edge probability of the best 'edge' path is higher than the average probability of the best 'no-edge' paths.

We derived the algorithms of finding the best paths as a recursive scheme. It starts with a top down left–right scan of the image followed by a right–left scan. It then performs a bottom up right–left scan of the image followed by a left–right scan.

Based on the same framework, a general method for evaluating the quality of edge detector output is developed. Three measures are presented. The continuous measure evaluates how good the edge is formed as continuous lines. The thinniness measure evaluates how thin the edge lines are. The location accuracy measure evaluates the position correctness of the edge lines. A robust scheme is introduced to combine the continuous and thinniness measures.

The general edge evaluator does not require knowledge of the true location of edges and it can make the evaluation based on local edge coherence in a larger than \(3 \times 3\) neighborhood. It can be part of a feedback mechanism which allows automatic adjustment of the parameters, such as thresholds, for optimum detection of edges in real images.
Experiments were performed to illustrate the validity of the context edge detector and the general edge evaluator. We have compared the performance of the context edge detector with the context free second directional derivative zero-crossing edge operator. The results show that the context edge detector has superior performance.

The approach of using full context and local coherence can be extended to the detection and evaluation of other local image features.
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