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Abstract—In this study, we revisit quadratic discriminant analysis (QDA). For this purpose, we present a majorize-minimize (MM) optimization algorithm to estimate parameters for generative classifiers, of which conditional distributions are from the exponential family. Furthermore, we propose a block-coordinate descent algorithm to sequentially update parameters of QDA in each iteration of the MM algorithm; for each update, we apply a trust region method, of which each iteration has a simple closed form solution. Numerical experiments show that: when compared with conjugate gradient method, the new proposed method is faster in 9 of 10 benchmark data sets; when compared with other widely used quadratic classifiers in the literature, QDA trained with the proposed method is either the best or not statistically significantly different from the best ones in 8 of 10 benchmark data sets.

I. INTRODUCTION

Quadratic discriminant analysis (QDA) is a classical generative probabilistic method for classification problems. Essentially speaking, conditional distributions of QDA are assumed to be multivariate Gaussian; posterior distributions are derived via Bayes theorem, and used to classify observations into different classes [1], [2]. Traditionally, parameters of QDA are estimated by maximizing the joint likelihood of observations and their associate class labels. Though computational efficient, this generative approach does not aim at reducing classification error, and is not robust to model mis-specification. For recent studies on QDA, we refer to [3] and references thereof.

Generative and discriminative learning are two commonly used approaches for estimating parameters of given classifiers. It is well understood that generative learning is more statistically efficient when models are well specified; discriminative learning can achieve better classification accuracy when models are mis-specified [4], [5]. In the hope of taking advantages of both generative and discriminative learning, several authors proposed hybrid generative/discriminative learning for classification methods [6]–[8].

Motivated by recent works on hybrid learning, we propose to estimate parameters of QDA by maximizing a convex combination of the joint log-likelihood and conditional log-likelihood of given observations and their class labels. Our main contributions of this study are: 1) we present a general iterative algorithm for parameter estimation when conditional distributions of classifiers are from the well known exponential family; and 2) we revisit QDA, and present a block coordinate descent algorithm for solving a specific optimization problem derived for QDA.

The remainder of the paper is organized as follows. In section II, we give a brief introduction of generative classifiers and commonly used approaches for parameter estimation. In section III, we present an iterative optimization algorithm for parameter estimation when conditional distribution are from the exponential family. Multivariate Gaussian is a specific distribution of the exponential family; we revisit QDA and present a specific block-coordinate descent algorithm for estimating parameters of QDA in section IV. We present experimental results in section V, and conclude the study with the summary of our work, and possible future directions in section VI.

Throughout this paper, we use the following conventions unless otherwise specified: (1) vectors are column vectors and are represented as bold small letters, e.g. x; (2) matrices are represented as bold capital letters, e.g. X; (3) I is an identity matrix; (4) $X^T$ is the transpose of a vector or matrix $X$; (5) $\det(X)$ is the determinant of $X$; (6) $X^{-1}$ is the inverse of $X$; (7) $X \succeq Y$ means that matrix $X - Y$ is positive semidefinite; and (8) we define the inner product of matrices $X \in \mathbb{R}^{m \times n}$ and $Y \in \mathbb{R}^{m \times n}$ as

$$\langle X, Y \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} X_{ij} Y_{ij}.$$ 

II. GENERATIVE MODELS FOR CLASSIFICATION

We consider a generative probabilistic model for classification problems. For this purpose, we assume, for the $k$-th class, a parametric density, $p(x|k; \Theta_k)$, which is described by a set of parameters $\Theta_k$; here $k = 1, 2, \cdots, K$. We intend to keep the densities abstract at this moment, and will specify them in section III. Define prior probabilities as follows

$$p(k) = \frac{e^{\nu_k}}{\sum_{m=1}^{K} e^{\nu_m}}. \quad (1)$$

Posterior probabilities can be derived via Bayes theorem:

$$p(k|x; \Theta, \Upsilon) = \frac{p(x|k; \Theta_k) e^{\nu_k}}{\sum_{l=1}^{K} p(x|l; \Theta_l) e^{\nu_l}}, \quad (2)$$

where $\Theta = (\Theta_1, \Theta_2, \cdots, \Theta_K)$ and $\Upsilon = (\nu_1, \nu_2, \cdots, \nu_K)$ are unknown parameters. To minimize classification loss for 0-1 cost, we would assign an observation to a class which has the highest posterior probability [1]. Formally speaking, the decision rule to classify $x$ is as follows

$$\hat{y} = \arg \max_k p(k|x; \Theta, \Upsilon). \quad (3)$$

Consider a given training data set

$$D = \{(x_n, y_n)|n = 1, 2, \cdots, N, x_n \in \mathbb{R}^d, y_n \in \{1, 2, \cdots, K\}\},$$

where $x_n$ is the $n$-th observation, and $y_n$ is its class label. Define index set $C_k$ that contains the indices of all observations of class $k$ in $D$; that is,

$$C_k = \{n|y_n = k, n = 1, 2, \cdots, N\}, \quad (4)$$

where $k = 1, 2, \cdots, K$. Let $N_k$ be the number of observations of class $k$ in the data set $D$. 


Our main focus is how to estimate the parameters of a generative model, \( \Theta \) and \( \Upsilon \), using observations in the data set \( \mathcal{D} \). Let \( L_G \) and \( L_D \) be the scaled negative joint-log-likelihood and the scaled negative conditional log-likelihood, which are defined as follows:

\[
L_G(\Theta, \Upsilon) = - \frac{1}{N} \sum_{k=1}^{K} \sum_{n \in \mathcal{C}_k} \log[p(x_n | k; \Theta_k)] + e^{\nu_k} \sum_{m=1}^{K} \frac{1}{e^{\nu_m}}
\]

\[
L_D(\Theta, \Upsilon) = - \frac{1}{N} \sum_{n=1}^{N} \log p(y_n | x_n; \Theta, \Upsilon).
\]

One approach for estimating \( \Theta \) and \( \Upsilon \) is to maximize \( L_G \). Alternatively, \( \Theta \) and \( \Upsilon \) can be estimated by maximizing \( L_D \).

Motivated by the recent works on hybrid generative/discriminative learning [6]–[8], we minimize the following objective function for estimating \( \Theta \) and \( \Upsilon \) in this study:

\[
L(\Theta, \Upsilon) = \beta L_D(\Theta, \Upsilon) + (1 - \beta)L_G(\Theta, \Upsilon),
\]

where \( 0 \leq \beta \leq 1 \). As \( \beta \) varies from 0 to 1, we can interpolate between the two approaches mentioned above.

### III. LEARNING FOR EXPONENTIAL FAMILY

In this study, we assume conditional distributions are from the exponential family. That is,

\[
p(x|k; \Theta_k) = \exp\{h_k(x) + \langle \Theta_k, T_k(x) \rangle - A_k(\Theta_k)\},
\]

where \( T_k(x) \) is the potential function or sufficient statistics; \( h_k(x) \) is a function that does not depend on \( \Theta_k \); \( A_k(\Theta_k) \) is the log partition function. For details about the exponential family, we refer to [9]. Canonical parameter \( \Theta_k \in \mathcal{P}_k \) needs to be estimated; \( \mathcal{P}_k \) is the domain of \( \Theta_k \), which we assume to be convex in this study. We intend to keep \( h_k(x) \)'s and \( T_k(x) \)'s, \( A_k(\Theta_k) \)'s and \( \mathcal{P}_k \)'s abstract at this moment, and will specify them when needed.

Following the definition in equation (5), we can write the objective function to be minimized as follows:

\[
L(\Theta, \Upsilon) = - \frac{1}{N} \sum_{k=1}^{K} \sum_{n \in \mathcal{C}_k} \log[p(x_n | k; \Theta_k)] + e^{\nu_k} \sum_{m=1}^{K} \frac{1}{e^{\nu_m}}
\]

\[+ \frac{\beta}{N} \sum_{n=1}^{N} \log \left[ \sum_{k=1}^{K} e^{\nu_k} p(x_n | k; \Theta_k) \right] e^{\nu_k} \sum_{m=1}^{K} \frac{1}{e^{\nu_m}}.
\]

The optimization problem for estimating parameters \( \Theta \) and \( \Upsilon \) can be written as

\[
\min_{\Theta, \Upsilon} L(\Theta, \Upsilon) \quad \text{s.t.} \quad \Theta_k \in \mathcal{P}_k \quad k = 1, \ldots, K
\]

Where we note that the optimization problem is not convex. Thus we will be satisfied to find local optima. In the following, we shall present a majorize-minimize (MM) algorithm in which we iteratively minimize a convex upper bound of the original objective function. For an introduction of the MM optimization method, we refer to [10] and references therein.

We note that, due to log-partition functions \( A_k(\Theta_k) \)'s, the log-sum terms of \( L \) are generally not convex. Several lower bounds of log-partition functions have been proposed in the literature, for example, [11], [12]. As global bounds, they are complex and loose. Note that one important property of log-partition functions \( A_k(\Theta_k), \) \( k = 1, 2, \ldots, K \), is that they are convex functions of \( \Theta_k \). Therefore we have

\[
A_k(\Theta_k) \geq A_k(\Theta_k^*) + \left\langle \frac{\partial A_k}{\partial \Theta_k} \mid \Theta_k^* \right\rangle (\Theta_k - \Theta_k^*).
\]

Define an auxiliary function for \( p(x | k; \Theta_k) \) at \( \Theta_k^* \) as follows,

\[
q(x | k; \Theta_k, \Theta_k^*) = e^{h_k(x) + \langle \Theta_k^*, T_k(x) \rangle - A_k(\Theta_k^*)} \left\langle \frac{\partial A_k}{\partial \Theta_k} \right\rangle (\Theta_k - \Theta_k^*).
\]

Consequently, we have \( p(x | k; \Theta_k) \leq q(x | k; \Theta_k, \Theta_k^*) \). Define

\[
\bar{Z}(\Theta, \Upsilon | \Theta) = \frac{1}{N} \sum_{k=1}^{K} \sum_{n \in \mathcal{C}_k} \log[p(x_n | k; \Theta_k)] + e^{\nu_k} \sum_{m=1}^{K} \frac{1}{e^{\nu_m}}
\]

\[\frac{\beta}{N} \sum_{n=1}^{N} \log \left[ \sum_{k=1}^{K} q(x_n | k; \Theta_k, \Theta_k^*) \right] + e^{\nu_k} \sum_{m=1}^{K} \frac{1}{e^{\nu_m}}
\]

Then we have \( \bar{Z}(\Theta, \Upsilon | \Theta) \) majorizes \( Z(\Theta, \Upsilon, \Theta) \) at \( \Theta_k^* \):

\[
\bar{Z}(\Theta, \Upsilon | \Theta) = Z(\Theta, \Upsilon, \Theta),
\]

Moreover, \( \bar{Z} \) is a convex function.

Thus we have the following convex optimization problem

\[
\min_{\Theta, \Upsilon} \bar{Z}(\Theta, \Upsilon | \Theta) \quad \text{s.t.} \quad \Theta_k \in \mathcal{P}_k \quad k = 1, \ldots, K
\]

Let \( \Theta^* \) and \( \Upsilon^* \) be optimal solutions of optimization problem (12). We note that, for any \( \Theta \) and \( \Upsilon \),

\[
L(\Theta^*, \Upsilon^*) \leq L(\Theta, \Upsilon, \Theta) \leq L(\Theta, \Upsilon, \Theta) = L(\Theta, \Upsilon).
\]

That is \( L(\Theta^*, \Upsilon^*) \) is less than or equal to \( L(\Theta, \Upsilon) \). In principal, we can iteratively find a new point \( \Theta, \Upsilon \) to reduce the function value of \( L \) until a local optimum is reached. We present in algorithm 1 the pseudo-code of the MM algorithm in which the hybrid objective function for the exponential family is minimized. We note that, instead of finding optimums of the optimization problem (12) in each iteration, we can find a feasible point that reduces the objective function.

1: \( \tau \leftarrow 0 \{\tau\text{: iteration count}\}
2: \text{Initialize feasible } \Theta^{(\tau)}, \text{ and } \Upsilon^{(\tau)} \text{ for problem (8)}
3: \text{while not converge do}
4: \( \Theta \leftarrow \Theta^{(\tau)}
5: \text{Obtain } (\Theta^{(\tau+1)}, \Upsilon^{(\tau+1)}) \text{ by solving convex optimization problem (12)};
6: \( \tau \leftarrow \tau + 1
7: \text{end while}

Fig. 1. A MM optimization algorithm for estimating parameters of the exponential family

### IV. QDA REVISITED

In this section, we shall investigate how to apply algorithm 1 for estimation parameters of QDA. Define

\[
\Theta_k = (\Omega_k, \theta_k) = (\Sigma_k^{-1} \cdot \mu_k),
\]

where \( \Sigma_k \) and \( \mu_k \) are, respectively, the covariance matrix and the mean for the \( k \)-th conditional distribution. In the following discussion, we shall use \( \Omega_k, \theta_k, \Sigma_k, \mu_k \) interchangeably. In QDA, conditional distributions are specified as multivariate Gaussian; thus for \( k = 1, 2, \ldots, K \), we have the densities of conditional distribution expressed in the standard form of the exponential family

\[
p(x | k; \Theta_k) = e^{h_k(x) + \langle \Theta_k, T_k(x) \rangle - A_k(\Theta_k)},
\]

where

\[
h_k(x) = - \frac{d}{2} \log(2\pi), \quad T_k(x) = - \frac{1}{2} xx^T, \quad x.
\]
\[ A_k(\Theta_k) = \frac{1}{2} \theta_k^T \Omega_k^{-1} \theta_k - \frac{1}{2} \log \det \Omega_k. \] (15)

Note that
\[ \frac{\partial}{\partial \Theta_k} A_k(\Theta_k) = (-\frac{1}{2} \Omega_k^{-1} \theta_k^T \Omega_k^{-1} - \frac{1}{2} \Omega_k^{-1}, \mu_k). \]

We thus have the auxiliary function for \( p(x|k; \Theta_k) \) at \( \tilde{\Theta}_k = (\Omega_k, \theta_k) \) as following,
\[ q(x|k; \Theta_k, \tilde{\Theta}_k) = e^{\frac{1}{2} \sum_{k=1}^K \beta_k e^{\frac{1}{2} \sum_{k=1}^K \beta_k}} + \sum_{k=1}^K \beta_k + \frac{1}{2} \langle \Omega_k, \tilde{\Theta}_k \rangle. \] (16)

The convex upper bound of \( L(\Theta, \Upsilon) \) is as follows
\[ \mathcal{L}_m(\Theta, \Upsilon, \tilde{\Theta}_k) = \frac{\beta}{N} \sum_{k=1}^K \sum_{n=1}^N \log \sum_{k=1}^K e^{\nu_k} q(x_n|k; \Theta_k, \tilde{\Theta}_k) + (1 - \beta) \log \sum_{k=1}^K e^{\nu_k} q(x_n|k; \Theta_k, \tilde{\Theta}_k) \]
\[ -\frac{1}{N} \sum_{k=1}^K \sum_{n=1}^N \langle x_n, \theta_k \rangle - \frac{1}{2} \langle x_n x_n^T, \Omega_k \rangle \]
\[ -\frac{N}{N} \sum_{k=1}^K \nu_k - \frac{1}{2} \Omega_k^{-1} \theta_k + \frac{1}{2} \log \det \Omega_k. \]

We require covariance matrices being positive definite; i.e., \( \Sigma_k > 0 \). Equivalently, we can have \( \Omega_k > 0 \). In practice, we can have \( \Omega_k > 0 \), where \( \alpha > 0 \).

We can apply algorithm 1 to estimate \( \Theta \) and \( \Upsilon \). In each iteration of algorithm 1, we need solve the following convex optimization problem
\[ \min_{\Theta, \Upsilon} \mathcal{L}(\Theta, \Upsilon; \Theta) \]
\[ \text{s.t. } \Omega_k > 0, \quad k = 1, 2, \ldots, K \] (18)

where \( \alpha > 0 \) is given. To the best of our knowledge, there is no existing optimization method to solve this problem. In the following, we will present a block-coordinate descent algorithm for problem (18) that sequentially updates \( \Theta_1, \Theta_2, \ldots, \Theta_K \) and \( \Omega_1, \Omega_2, \ldots, \Omega_k \). We will discuss the details of optimization algorithms for \( \Theta_k \) in subsection IV-A, for \( \theta_k \) in subsection IV-B, and for \( \Omega_k \) in subsection IV-C; we will discuss selecting initial points, early stopping and \( \beta \) in subsection IV-D.

**A. Updating \( \nu_k \)’s**

We assume \( \Theta_k \)’s are fixed: for \( k = 1, 2, \ldots, K, \theta_k = \tilde{\theta}_k \), and \( \Omega_k = \tilde{\Omega}_k \). Since \( q(x_n|k; \Theta_k, \tilde{\Theta}_k) = p(x_n|k; \Theta_k) \), we have the optimization problem for \( \Upsilon = (\nu_1, \nu_2, \ldots, \nu_K) \) as follows
\[ \min_{\nu_k} \sum_{k=1}^K N \nu_k + \frac{\beta}{N} \sum_{n=1}^N \log \sum_{k=1}^K p(x_n|k; \tilde{\Theta}_k) e^{\nu_k} + (1 - \beta) \log \sum_{k=1}^K e^{\nu_k} \]

**B. Updating \( \theta_k \)’s**

In this subsection, we consider \( \nu_k \)’s and \( \Omega_k \)’s are fixed; that is, for \( k = 1, \ldots, K, \nu_k = \nu^*_k \), and \( \Omega_k = \tilde{\Omega}_k \). Furthermore, we consider all \( \theta_k \)’s but \( \theta_m \) are fixed; that is \( \forall k < m, \theta_k = \theta^*_k \); and \( \forall k > m, \theta_k = \tilde{\theta}_k \). We define \( f(\theta_m) \) in this subsection as follows,
\[ f(\theta_m) = \mathcal{L}(\theta_1, \ldots, \theta_{m-1}, \theta_m, \theta_{m+1}, \ldots, \theta_K, \Omega_1, \ldots, \Omega_K, \Upsilon^*) \]

In the following, we will present a trust region method to minimize \( f(\theta_m) \). Due to the space limit, we refer to [13], [14] for details about trust region method.

Define
\[ \phi_m = \theta_m - \theta_m^* \]
and
\[ q^m(m|x_n) = e^{\nu^*_m} q(x_n|m; \Theta_m^*, \Omega_m) \]
\[ \sum_{k=1}^K e^{\nu_k} q(x_n|m; \Theta_k^*, \Omega_k) \]
where \( \theta^*_m \) is an estimation of \( \theta_m \) at \( \tau \)-th iteration, and
\[ \phi^*_k = \begin{cases} \Omega_k^*, \theta^*_k, & k = 1, 2, \ldots, m - 1 \\ (\Omega_k, \theta_k), & k = m + 1, m + 2, \ldots, K. \end{cases} \]

We need solve the following trust region subproblem in the \( \tau \)-th iteration,
\[ \min_{\phi_m} \frac{1}{2} \phi^T_m \phi_m + g^T_m \phi_m \]
\[ \text{s.t. } \phi^T_m \phi_m \leq \epsilon^* \]
where
\[ g_m = \frac{1}{N} \sum_{n=1}^N (\beta(m)x_n) - \sum_{n=1}^N (x_n - \mu^*)(m) \]
and \( \lambda \) is the 1-norm of the Hessian matrix
\[ \beta \sum_{n=1}^N q^m(m|x_n) - q^*(m|x_n) (x_n - \mu^*) \]
It can be shown that the optimal solution of problem (21) is
\[ \phi^*_m = -\frac{g_m}{\sqrt{\sum_{n=1}^N q^m(m|x_n)}} \max \left( \frac{\sum_{n=1}^N q^m(m|x_n)}{e^{\tau(m)}}, \lambda \right) \]

To summarize, we present the pseudo code of the trust region algorithm for finding \( \theta^*_m \) in algorithm 2.

1. Specify \( \eta_0, \eta_1, \eta_2, \eta_3, \eta_4 \) {see [14]}.
2. \( \tau \leftarrow 0 \) {\( \tau \):iteration count}.
3. \( \theta^*_m \leftarrow \theta_m \).
4. while not converge do
5. \( \phi^*_m = -\frac{g_m}{\sqrt{\sum_{n=1}^N q^m(m|x_n)}} \max \left( \frac{\sum_{n=1}^N q^m(m|x_n)}{e^{\tau(m)}}, \lambda \right) \]
6. \( r = f(\theta_m + \phi^*_m) - f(\theta_m) \).
7. if \( r > \eta_0, \theta^*_m \leftarrow \theta^*_m + \phi^*_m \); otherwise, \( \theta^*_m \leftarrow \theta^*_m \).
8. if \( r \geq \eta_2, \text{ update } e^{\tau(m)} \in [e^{\tau(m)}, \eta_1 e^{\tau(m)}] \); otherwise, update \( e^{\tau(m)} \in [\eta_2, e^{\tau(m)}] \).
9. \( \tau \leftarrow \tau + 1 \).
10. end while.

Fig. 2. A trust-region algorithm for finding \( \theta^*_m \)
C. Updating \( \Omega_k \)'s

In this subsection, we consider \( \psi_k \)'s and \( \theta_k \)'s are fixed; that is, for \( k = 1, \ldots, K \), \( \psi_k = \psi^* \), and \( \theta_k = \theta^* \). Furthermore, consider all \( \Omega_k \)'s but \( \Omega_m \) are fixed; that is \( \forall k < m, \Omega_k = \Omega_k^* \); \( \forall k > m, \Omega_k = \Omega_k \). We define \( h(\Omega_m) \) in this subsection as follows,

\[
h(\Omega_m) = \sum(\theta_1^\star, \ldots, \theta_K^\star, \Omega_1^\star, \ldots, \Omega_{m-1}^\star, \Omega_m, \Omega_{m+1}^\star, \ldots, \Omega_K^\star, \gamma^\star). \tag{23}
\]

So the optimization problem for \( \Omega_m \) is

\[
\min_{\Omega_m} h(\Omega_m) \quad \text{s.t. } \Omega_m \succeq \alpha I.
\]

To our best knowledge, there is no existing method to solve this optimization problem. We will present an iterative trust region method to solve this optimization problem in the remaining of this subsection.

Let \( \Omega_m^{(r)} \) be an estimation of \( \Omega_m \) at \( \tau \)-th iteration. We define

\[
\Phi_m = (\Omega_m^{(r)})^{-\frac{1}{2}}(\Omega_m - \Omega_m^{(r)})(\Omega_m^{(r)})^{-\frac{1}{2}}.
\]

Then by \( \Omega_m \succeq \alpha I \), we have

\[
\Phi_m \succeq \alpha \Omega_m^{(r)} - I.
\]

Define

\[
q(x_n \vert \Omega_m^{(r)}) = \frac{e^{\Theta_m^{(r)}(x_n \vert \theta_m^{(r)})}}{\sum_k \tau} e^{\Theta_m^{(r)}(x_n \vert \theta_k^{(r)})},
\]

where

\[
\Theta_m^{(r)} = \begin{cases} \Omega_m^{(r)} \theta_k^{(r)}, & k = 1, 2, \ldots, m \\ \Omega_m^{(r)} \theta_k^{(r)}, & k = m + 1, m + 2, \ldots, K. \end{cases}
\]

We need solve the following trust region subproblem in the \( \tau \)-th iteration

\[
\min_{\Phi_m} \frac{1}{2} \langle \Phi_m, \Phi_m \rangle + (G_m, \Phi_m) \quad \text{s.t. } \Phi_m \succeq \alpha \Omega_m^{(r)} - I,
\]

where

\[
\lambda = \frac{N_m}{N} (\theta_m^{(r)} \Omega_m^{(r)})^{-1} \theta_m^{(r)} + \frac{1}{2},
\]

and

\[
G_m = \frac{1}{2N} \sqrt{\Omega_m^{(r)}} \left\{ \sum_{n=1}^N q(x_n \vert \Omega_m^{(r)})[M_n - x_n x_n T] + \sum_{n \in C_m} S_n^{(r)} \right\} \sqrt{\Omega_m^{(r)}},
\]

where

\[
S_n^{(r)} = (\Omega_m^{(r)})^{-1} + (\Omega_m^{(r)})^{-1} \theta_n^{(r)} (\theta_n^{(r)}) T (\Omega_m^{(r)})^{-1} - x_n x_n T.
\]

In appendix A, we show that we can approximately solve this problem by

\[
\Phi_m^{(r)} = \left( \frac{\rho}{\lambda} \right) \min_{\rho} \left\{ \frac{\rho}{\lambda} \rho \right\} = \frac{1}{\lambda} G_m + \alpha \Omega_m^{(r)} - I,
\]

where

\[
\rho = \| C(r) \|_2 = \| C(r) \|_2 = \| C(r) \|_2.
\]


1To be precise, \( \Phi_m^{(r)} \) is a solution of the following feasibility problem:

\[
\frac{1}{2} \langle \Phi_m^{(r)}, \Phi_m \rangle + (G_m, \Phi_m) \leq 0, \Phi_m \succeq \alpha \Omega_m^{(r)} - I, \text{ and } \langle \Phi_m, \Phi_m \rangle \leq \epsilon.
\]

D. Initial Points, Early Stopping and \( \beta \)

We use the following as our initial points,

\[
\Omega_k^{(0)} = \text{diag}(\Sigma_k)^+ + \alpha I, \quad \theta_k^{(0)} = \frac{1}{\sqrt{N}} \sum_{n \in C_k} \kappa_k \quad \kappa_k = \log N_k / N:\n\]

where \( \text{diag}(\Sigma_k) \) is the diagonal sample covariance matrices for class \( k \); \( ;^{\ominus} \) is the pseudo-inverse of a matrix \( \mathbb{D} \).

Early stopping has been shown to be an effective regularization method for boosting algorithms [16], [17]. Motivated by their works, we use early stopping in algorithm 1. We use cross-validation to determine \( \beta \) and the early stopping step in the iterative MM algorithm.

V. NUMERICAL EXPERIMENTS

We downloaded 10 datasets from UCI machine learning repository [18]. The statistics of the selected data sets are listed in table I. In our numerical experiments, we followed the following procedure: for all datasets, we randomly selected 40% of the data as training sets, and the remaining data are used as test sets; we standardized training data using the sample mean and standard deviation of training data; all methods are trained with training sets, and evaluated on the corresponding test sets unless otherwise specified. We repeated this procedure 20 times for each dataset.

We examined the influence of \( \beta \) on classification performance by varying \( \beta \) from 0 (discriminative) to 1 (generative). For Datasets diabetes, heart, ionosphere and sonar, we showed box plots of test set error rates in figure 4. For diabetes and heart, discriminative learning (\( \beta = 0 \)) gives the best performance; for ionosphere and sonar, combinations of discriminative and generative learning gave best performance.

Bouchard and Triggs [6] used conjugate gradient (CG) method to optimize the same objective function as ours. We compared the new proposed method against CG for training QDA. For this purpose, we disabled early stopping in our method, and performed numerical experiments on an Intel...
Xeon (3.30GHz) computer with 16GB RAM. CG method reported local optiums within 3000 iterations for all datasets; our methods reported local optiums within 3000 iterations for all datasets except ionosphere. Computational speed and objective function values for both methods are reported in table V. In 9 of 10 datasets, our method is faster than CG method; in 7 of 10 datasets, our method terminates with equal or better local optiums.

To evaluate the classification performance of the new proposed method, we compared it with some widely used quadratic classifiers in the literature: naive Bayes, QDA, and RDA. For CG QDA [6], we used the optimal regularization in our algorithm, we think explicitly adding regularization to the well known quadratic classification methods in the literature.

We use code from http://www.stat.stanford.edu/~jhf

We use code from http://www.ee.washington.edu/research/gupta/lab

Mean error rates for 10 benchmark datasets are reported in table V. For Naive Bayes and QDA, we reported “−” when the matlab function classify failed. The smallest mean error rates are emphasized with bold numbers. We also reported other mean error rates in bold, which are not statistically significantly different from the best ones; for this purpose, we used Wilcoxon signed-rank test with significant level 0.05 to compare error rates. As shown in table V, in 8 of the 10 datasets our method is either the best one, or not statistically significantly different from the best ones. The experiments shows that our method is competitive to other widely used quadratic classifiers in the literature.

VI. CONCLUSION

Quadratic discriminant analysis is a standard tool for classification problems. Classical QDA sacrifices classification accuracy for computation efficiency, which is not desired for classification problems. Motivated by the recent studies in hybrid generative/discriminative learning, we argue that, in order to obtain better classification accuracy, parameters of QDA can be estimated by maximizing a convex combination joint log-likelihood and conditional log-likelihood of given observations and their labels. For this purpose, we presented a MM optimization algorithm to estimate parameters for generative classifiers, of which conditional distributions are from the well known exponential family. Furthermore, we proposed a block-coordinate descent algorithm to sequentially update parameters of QDA in each iteration of the MM algorithm. For each update, we used a trust region method, of which each iteration has a simple closed form solution. Our numerical experiments show that our method is competitive with other well-known quadratic classification methods in the literature.

Our method can be easily adapted for linear discriminant analysis (LDA). Moreover in spirit, our MM algorithm and block-coordinate descent algorithm can be applied for any generative classifiers of which conditional distributions are from the exponential family.

Sparse parameters are desired when handling small sample problems, e.g. [20], [21]. Though early stopping provides regularization in our algorithm, we think explicitly adding sparse constraint via $L_1$ or $L_0$ regularization in the block-coordinate descent algorithm might provide additional robustness for QDA.

Recently, there is a growing interest in semi-supervised learning; that is to use unlabelled data in training classification problems [22]. Part of our future work is to include unlabelled data and missing data for estimating parameters for LDA and QDA.

APPENDIX

Let us first consider the following relaxed optimization problem,

$$\min_{\Phi_m} \frac{1}{2} \left( \Phi_m, \Phi_m \right) + \left( G, \Phi_m \right)$$

s.t. $\Phi_m \geq \alpha \left( \Omega_m \right)^{-1} - I$

Following [15], [23], [24], we can show that optimal solution for the relaxed problem is

$$\Phi_m^* = G + \alpha \left( \Omega_m \right)^{-1} - I$$

where $C^{(r)} = \frac{1}{2} G_m + \alpha \left( \Omega_m \right)^{-1} - I$. Define $\rho = \left\| C^{(r)} \right\|_F + \alpha \left( \Omega_m \right)^{-1} - I$. If $\beta \leq \rho$, then we can let $\Phi_m = \Phi_m^*$ if $\beta > \rho$, then we can let $\Phi_m = \sqrt{\frac{\rho}{\beta}} \Phi_m^*$. Therefore, we can let

$$\Phi_m^* = \sqrt{\frac{\beta}{\rho}} \left( \min_{\rho} (C^{(r)} - \alpha \left( \Omega_m \right)^{-1} - I) \right)$$

$\Phi_m^* \in (0, \theta)$.
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Since $\alpha(\Omega_m)^{-1} \preceq I$, and $\min(\ell(\tau), 1) \leq 1$, we have

$$\min(\frac{\ell(\tau)}{\rho}, 1)[\alpha(\Omega_m)^{-1} - I] \succeq \alpha(\Omega_m)^{-1} - I.$$ 

Therefore, $\Phi_m^* \succeq \alpha(\Omega_m)^{-1} - I$.

Note that when $\rho > \ell(\tau)$, $\Phi_m^*$ is not an optimal solution.

Since $\rho > \ell(\tau)$, we have

$$\lambda \left( \Phi_m^*, \Phi_m^* \right) + \langle G_m, \Phi_m^* \rangle \leq \frac{\ell(\tau)}{\rho} \lambda \left( \Phi_m, \Phi_m \right) + \langle G_m, \Phi_m \rangle \leq 0.$$ 

That is $\Phi_m^*$ does reduce the objective function value.
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