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ABSTRACT

A number of scene analysis tasks can be understood and solved from a point of view which we call the theory of arrangements. An arrangement is a set of one or more labeled N-ary relations. The theory of arrangements suggests that the solution to some seemingly different high and low level scene analysis tasks can be found by the construction of a homomorphism from one arrangement to another, if such a homomorphism exists. In this paper we discuss the arrangement concept and its application to scene analysis. Then we illustrate how a general discrete constraint relaxation method can be used to construct homomorphisms from one arrangement to another.

1. Introduction

Scene analysis and image understanding tasks encompass everything from low level preprocessing and image enhancement operations through boundary delineation, feature extraction for color, texture and shape, to labeling objects in an image and interpreting their relationships. It is often the case that each kind of scene analysis task is explored independently from the tasks which precede it and the tasks which follow it. In part, this is due to the enormous complexity of the problem and the lack of any unified conceptual view by which the whole problem can be understood.

Since the technical language of analysis is the language of mathematics, the conceptual problem is really a mathematical one. If there were a consistent way of expressing the high-level and low-level operations and their compositions, we could begin to ask what we are really doing in scene analysis, what we are trying to optimize, and why it is that a particular sequence of compositions of image operations produces a best result. Without a conceptual view and a corresponding notational system, scene analysis and image understanding will be forever a piecemeal problem.

It is the purpose of this paper to explore in a unified approach (1) the way in which the different levels of scene analysis depend on one another and (2) the way in which world model information can be integrated into the processing on any given level. We will show that a data structure, which we call an arrangement, is often a suitable data structure for representing information about a scene at any given level of processing, as well as representing world model information. Furthermore, we suggest that the way in which world model information can be integrated into any level of processing requires the establishment of a homomorphism between the world model information and the image information.

II. Scene Analysis

Scene analysis consists of a sequence of information extraction tasks. The initial tasks work on the raw image which can be considered as a low-level, noisy data source. The later tasks work on successively higher level data sources, finally producing a concise description of the scene. At each level of processing, information from a world model may be available to help guide the interpretations being produced.

The basic units being processed at each level are different. In the early stages the units might be groups of pixels with their associated gray tones or colors. Early processing can consist of textural feature extraction, edge detection, or small homogeneous region delineation. The basic characteristic of the early processing is its almost exclusive reliance on local properties to perform detection or produce descriptions. This is illustrated in Figure 1 which shows a local property extractor moving across the image examining a row of 4 pixels at a time.

Figure 1 illustrates a local property extractor moving across the image and generating a property value for each row of 4 pixels.

The basic characteristics of the later stages of processing are their use of larger units; their emphasis on integrating, in some consistent fashion, the piecemeal information produced by the earlier processing; and their greater reliance on world model information to help guide the interpretation of the global scene. If, for example, an early stage of processing detects and labels edges according to type, a later stage of processing might use the labeled edges as the basic units and employ a world model to help make the edge labeling more complete and consistent.

Often, a stage of local processing will be followed by a stage of global processing guided by world model information. It is this pair of processing steps which we want to discuss in greater detail in order to characterize its general form.

To do this, we first illustrate a low-level processing example: boundary delineation. The first step in boundary delineation is micro-edge property extraction. Any pixel can be labeled as a micro-edge if it has on either side of it parallel, elongated, homogeneous areas of significantly different average gray tones. The label
micro-edge consists of a quadruple whose components are the angular orientation, the elongation, and the average gray tones of each of the two homogeneous areas. Figure 2 illustrates a simple set of micro-edge property masks. Each micro-edge can be in one of eight orientations and have one of two possible elongations: straight and corner. Each homogeneous region consists of a connected set of pixels with a corresponding average gray tone. Its homogeneity can be measured by some criterion such as the variance of its gray tones. Since it is not guaranteed that each pixel will be associated with any micro-edges, a pixel may have associated with it none, one, or more than one micro-edge label. We consider that the local processing stage assigns each pixel the label "no edge" plus some possible micro-edge labels.

The problem with the local labeling process is that the labels may not be unique and there may be incompatibilities of labels from one group of units to another. The world model information helps guide the next stage of processing by constraining labels of related groups of units to be compatible. By eliminating the incompatibilities, the ambiguity of the labeling can be reduced.

Hence, the next level of processing uses world model information. It groups neighboring units if they are labeled with micro-edge shapes and orientations which make smooth transitions from one to the other. For example, the world model may permit a straight micro-edge oriented horizontally to be connected to other neighboring straight micro-edges when such edges are oriented no further than 45° from the horizontal. Also it may be connected to a corner micro-edge, if the corner micro-edge is to its left and oriented at 180°. A world model for this level can be a list showing the pairs of micro-edges which join to form a smooth transition. Such a list is given in Table 1. Robinson (1977) uses a similar constraint. More complex world models could have a greater variety of elongations, orientations, and include probabilities or conditional probabilities for each allowed pair of micro-edge connections.

The problem with the local labeling process is that the labels may not be unique and there may be incompatibilities of labels from one group of units to another. The world model information helps guide the next stage of processing by constraining labels of related groups of units to be compatible. By eliminating the incompatibilities, the ambiguity of the labeling can be reduced.

Hence, the next level of processing uses world model information. It groups neighboring units if they are labeled with micro-edge shapes and orientations which make smooth transitions from one to the other. For example, the world model may permit a straight micro-edge oriented horizontally to be connected to other neighboring straight micro-edges when such edges are oriented no further than 45° from the horizontal. Also it may be connected to a corner micro-edge, if the corner micro-edge is to its left and oriented at 180°. A world model for this level can be a list showing the pairs of micro-edges which join to form a smooth transition. Such a list is given in Table 1. Robinson (1977) uses a similar constraint. More complex world models could have a greater variety of elongations, orientations, and include probabilities or conditional probabilities for each allowed pair of micro-edge connections.

The grouping at this level of processing has the following effect: those micro-edges which cannot be grouped with some other micro-edges lose their status as micro-edges and become pixels labeled no edge. Each micro-edge which can be grouped with some other micro-edge is allowed to retain its label. In this manner micro-edges are allowed to reinforce one another. If the reinforcement is done iteratively until there are no
more changes, and all effects have had a chance to propagate from each part of the image across the entire image, then the resulting micro-edge image is fully consistent with the world model information and the number of pixels falsely labeled as micro-edges is reduced.

Thus the first two processing levels in boundary delineation consist of a local property extraction stage followed by a processing stage that uses world model information. The local property extraction processing at each pixel of the image does not influence the property extraction at any other pixel of the image. The world model processing locates those pixels labeled as micro-edges that are not compatible with anything around them and changes their labels. This status change can affect the pixel’s neighbors, its neighbors’ neighbors, and so on until the whole image has been affected. Because such processing propagates changes throughout the image, each pixel change can affect every other pixel, and we say the processing is global.

III. Scene Analysis and Homomorphisms

In the last section we described how the local property extraction step which groups units together, defining larger units, and giving each of the larger units one or more labels is followed by a global processing step which determines the relationships among the larger units. The global processing step specifies these relationships in a structure which we will define to be a arrangement (a labeled N-ary relation). Then the world model constraints are imposed to force the labels assigned to the larger units by the previous processing to be mutually compatible. The world model constraint itself is an arrangement and in this section we will show that the imposition of its constraints amounts to determining a homomorphism from the first arrangement to the world model constraint arrangement which is consistent with the labels assigned by the lower processing level.

We illustrate this idea with the help of a simple abstract example. Let us suppose that our initial units are pixels and that some of the pixels in an image are named $P_1$ to $P_{12}$ and $Q_1$ to $Q_9$. To do local processing, each group of related pixels must be examined. To keep our example simple, we will only concern ourselves with the related groups of pixels in the set $P_1$ to $P_{12}$ and $Q_1$ to $Q_9$. As Figure 3 illustrates, there are four groups of related pixels:

- $\{P_n \mid n = 1, \ldots, 7\}$,
- $\{P_n \mid n = 5, \ldots, 12\}$,
- $\{Q_n \mid n = 1, \ldots, 5\}$,
- $\{Q_n \mid n = 6, \ldots, 9\}$

Each of these four groups is given names indicated by the shapes associated with these groups in Figure 3. The values the local property extractor associates with each unit group comes from the label set $\{a, b, c, d, e\}$. The labels for each unit group appear inside the shape which names the groups. Thus, the labels $a$ and $b$ are associated with the unit group $\{P_n \mid n = 1, \ldots, 7\}$.

Relative to our earlier boundary delineation example, a group of related units is any set of pixels in one of the spatial configurations of the micro-edges masks shown in Figure 2. The label set consists of the label no edge and the various different kinds of micro-edges distinguished by their type and angular orientation. Note that in the boundary delineation example, the name of each group of related units is the pixel in the output image into which the property extractor places the labels associated with the unit groups. Hence, different unit groups may have the same name.

![Figure 1](image)

Figure 1 shows related units being grouped together and a local property extraction operation associating labels from the set $\{a, b, c, d, e\}$ with each of the unit groups.

The world model in the global processing step names the relationships among sets of unit groups. For a two-dimensional world model, relationships between pairs of unit groups are named. For the boundary delineation example, there are four spatial relationships which are named in the top of Table 1. In general, the specifying of relationships between unit groups can be illustrated as in Figure 4. Then such a world model specifies the allowable or meaningful property extraction label pairs that can exist for each kind of unit group relationship pair. For the boundary delineation example, these are the constraints listed in Table 1. The specifying of the kind of constraint a two-dimensional world model can impose on the labels associated with unit groups is illustrated in...
Figure 5. The arrow from label a to label c for relationship \( x \) means that if a pair \((G, H)\) of unit groups is related by relationship \( x \), then it is allowable or meaningful for group \( G \) to have label a and group \( H \) to have label c. However, since there are no arrows from label a to labels b, d, or e, if the unit group \( G \) only has label a, the unit group \( H \) cannot have the labels b, d, or e.

Figure 6 shows the binary relation produced by the property extraction step illustrated in Figure 3. The constraint imposed by the world model can readily be understood by first examining Figures 4 and 6. Figure 4 indicates that a pair of unit groups, say \((G, H)\), has the relationship \( x \). Figure 6 indicates that unit group \( G \) can have label a and unit group \( H \) can have label d. Therefore, there is an induced relationship \( x \) on the label pair \((a, d)\). The induced relationship is obtained as the composition of the relations in Figures 4 and 6.

Figure 5 shows for each different unit pair relationship the constraints a world model can impose on the labels of unit groups. An arrow from label a to label c under relationship type \( x \) means that if a pair \((G, H)\) of unit groups is related by relationship \( x \), then it is allowable or meaningful for group \( G \) to have label a and group \( H \) to have label c. We will call this relation the label constraint relation.

To make our data structures take a uniform appearance, we show in Figure 6 the binary relation produced by the property extraction step illustrated in Figure 3. The constraint imposed by the world model can readily be understood by first examining Figures 4 and 6. Figure 4 indicates that a pair of unit groups, say \((G, H)\), has the relationship \( x \). Figure 6 indicates that unit group \( G \) can have label a and unit group \( H \) can have label d. Therefore, there is an induced relationship \( x \) on the label pair \((a, d)\). The induced relationship is obtained as the composition of the relations in Figures 4 and 6.

The composition is done in the following way. If one group has labels a and b and is related by relationship type \( x \) to another unit having labels b and d, then links \((a, b)\), \((a, d)\), \((b, b)\), and \((b, d)\) are added to a graph for relationship \( x \). The results of such a composition are shown in Figure 7.

Notice that there are links which are not in the world model constraint relation of Figure 5. Such links, e.g., \((a, b)\), for relationship type \( x \),
indicate that there is some group having label a which is related by relationship x to a group having label b and that this pair of labels is not compatible with the world model. Upon eliminating all incompatible pairs of labels, the labeling of Figure 8a results.

Figure 7 shows the composition of the relation of Figure 4 with the labeling relation of Figure 6. Notice that there are links shown here which are not shown in the relation of Figure 5, the world model constraints. Such links, like (a, b) for relationships type x, indicate that there is some group having label a which is related by relationship x to a group having label b and that this pair of labels is not compatible with the world model.

Suppose group G can keep label a. Since H is related to G by relationship x, then H can only keep label c because the only label that can relate to label a by relationship x is c (see Figure 8). Now if H keeps the label c, since I relates to H by relationship x, then I can only have labels a or d. But the local processor assigned labels b or d to I. Hence I must take the label d.

Now consider the fact that G relates to I by relationship y. G has the label a and I has the label d. Figure 8 indicates that label a does not relate to label b by relationship y. Hence, unit group G cannot take the label a.

Suppose that unit group I keeps the label b. Then since H is related to G by relationship x and the only label that can relate to label b by relationship x is label b (see Figure 8), H must take label b. Also, unit group I must take label b. Now I is related to G by relationship y. Since the label b can relate to itself by relationship y, everything is still all right. Unit groups G and J are related by relationship y. Since label b can relate to labels c or d by relationship y, unit group J can keep both its labels c and d.

By this process of tracing compatible labels around, it is possible to reduce the ambiguity of the initial labeling done by the local processing stage. For our example, the resulting labeling is shown in Figure 9a. In general, the result is not single-valued as can be seen from this example.

Figure 9b shows the relation which is the composition of the unit constraint relation (Figure 4) with the labeling of Figure 9a. Notice that all links in Figure 9b are links in the label constraint relation of Figure 3. Whenever the composition of one relation with a second results in a relation which is contained in a third relation, we call the second relation a homomorphism from the first relation to the third relation. Thus the labeling of Figure 9a is a homomorphism from the unit constraint relation to the label constraint relation.

In the next sections we will develop the precise mathematical idea of arrangement homomorphism, describe how a variety of scene analysis tasks can be posed as problems in finding arrangement homomorphisms, and describe a general method for tracing compatible labels around in order to eliminate the incompatible labels.
IV. The Arrangement

In this section we give the definition for arrangements and arrangement homomorphisms. The definitions here are a generalization of that given by Haralick and Kautz (1976).

Let \( A \) be the set of elements whose arrangement is being described. Each group of related elements from \( A \) is given a label from the label set \( L \). Let \( R \) be the labeled \( N \)-ary relation which consists of labeled \( N \)-tuples of elements from \( A \). Then a simple order-\( N \) arrangement is a triple \((R, A, L)\) where \( R \subseteq A^N \times L \). When the sets \( A \) and \( L \) are understood, the relation \( R \) is called an arrangement for short.

A general arrangement is a set of simple arrangements, each simple arrangement being of different order, being defined on the same set, and having the same label set. If there are \( K \) simple arrangements in the arrangement \( A \), then we write

\[
A = (R_1, R_2, \ldots, R_K; A, L)
\]

where

\[
R_k \subseteq A^N_k \times L, \quad k = 1, \ldots, K.
\]

Let \( A = (R_1, \ldots, R_K; A, L) \) be a general arrangement and \( H \subseteq A \times B \).

The composition of arrangement \( A \) with \( H \) results in an arrangement \( \mathcal{B} \) which we define as

\[
A \circ H = \mathcal{B} = (S_1, S_2, \ldots, S_K; B, L),
\]

where

\[
S_k = \{(b_1, b_2, \ldots, b_K, l) \in B^K \times L \mid \text{ for some } (a_1, a_2, \ldots, a_K, l) \in R_k, (a_n, b_n) \in H, \quad n = 1, \ldots, K \}
\]

An arrangement \( A = (R_1, \ldots, R_K; A, L) \) is contained in an arrangement \( \mathcal{D} = (T_1, \ldots, T_K; A, L) \) if and only if

\[
R_k \subseteq T_k, \quad k = 1, \ldots, K.
\]

In this case we write \( A \subseteq \mathcal{D} \).

Two arrangements \( A = (R_1, \ldots, R_K; A, L) \) and \( \mathcal{B} = (S_1, \ldots, S_K; B, M) \) are comparable if the number of relations in each arrangement is the same \((K=\mathcal{M})\), the label sets are the same \((N=L)\), and the relation \( R_k \) has the same order as the relation \( S_k \)

\[
(R_k \subseteq A^K \times L \text{ and } S_k \subseteq B^K \times L).
\]
Let $A = \{r_1, \ldots, r_k; A, L\}$ and $S = \{s_1, \ldots, s_k; B, L\}$ be two comparable arrangements.

Let $H: A \rightarrow B$. The function $H$ is a homomorphism from arrangement $A$ to arrangement $B$ if and only if $A H \subseteq B$.

V. Examples

In this section we show how some boundary delineation tasks, scene labeling tasks, and image understanding tasks can be described within the mathematical framework of simple arrangements.

V.1 Boundary Delineation

The local processing operation for boundary delineation is usually some kind of gradient operator. We will assume that the gradient operator associates with each neighborhood of resolution cells a set of possible edge labels. Each such a set of labels includes the label no edge. The first part of the boundary delineation problem is to use some higher level world model information to retain in each neighborhood as many of the labels assigned by the local processing operation as possible and at the same time make sure that incompatible labeling situations are removed. The second part of the boundary delineation problem is to use the micro-edges retained by first part and fill in all likely gaps in the borders. Both parts have a similar mathematical description.

Let $R$ be the set of resolution cells of the image and let $S \subseteq \mathbb{R}^m$ be the group of spatially related resolution cells. We call $S$ the set of neighborhoods of the image. In a simple case, $N$ could equal 9 and $S$ could be the set of all $3 \times 3$ neighborhoods. In our example in Section II, $N$ is 49 and $S$ is the set of all $7 \times 7$ neighborhoods. Let $L$ be the set of the names for some of the possible relationships which groups of neighborhoods can be in. In our example in Section II, $L$ is the set of possible micro-edge labels. In our example in Section II, $L$ contains the labels no edge, straight edge at angular orientation 6, and corner edge at orientation 0 where 0 can be a multiple of 45°.

The local processing step associates edge labels with neighborhoods. For the first part of boundary delineation, the association is determined by some sort of a compass gradient operator on the original image. When a gradient at a particular orientation is high enough, the label micro-edge at the particular angular orientation is instantiated. For the second part of boundary delineation, the association is determined by some kind of neighborhood operator in the class of region growing operators operating on the edge image created in the first part of the boundary delineation operation. In either case, the local processing operation determines a binary relation $C \subseteq S \times L$ which pairs neighborhoods to edges.

The world model consists of a pair of arrangements $(T, C)$ where $T \subseteq S^k \times L$ is the unit constraint arrangement and $C \subseteq L^k \times L$ is the label constraint arrangement. These relations are the general form for the unit constraint and label constraint relations used in our abstract example in Section III (Figure 4 and Figure 5). $T$ indicates for each relationship type in $L$ the ordered group of neighborhoods which have the relation. $C$ indicates for each relationship type in $L$, the ordered groups of micro-edge labels which are compatible when situated in neighborhoods of the given relationship type.

Each step in boundary delineation then corresponds to finding a mapping $H: S \rightarrow B$ satisfying the homomorphism condition $A \subseteq H \subseteq B$. Hence the problems of boundary delineation can be posed as a problem of finding a homomorphism $H$, contained in $G$, from the arrangement $(T, S, L)$ to the arrangement $(C, E, L)$.

V.2 Scene Labeling

Suppose a scene has been divided into segments $S = \{s_1, \ldots, s_k\}$. A low level feature extractor with decision rule using gray tone, color, shape, and texture of each segment assigns some possible description from a set $D$ of descriptions to each segment. This operation defines a relation $G \subseteq S \times D$. The problem with this low-level assignment is that each segment may be associated with multiple descriptions. The desired labeling of the scene would have each segment described unambiguously.

A similar situation arises in the line labeling problem of Waltz (1973). Here $S$ is the set of line segments found in a scene and $D$ is a set containing labels that can be associated with any line. The labels in $D$ could be, for example, convex, concave, occluding left, occluding right. The relation $L$, determined from low level processes, associates with each line in $S$ one or more labels from $D$. The desired line labeling would be some subset of $F$ that associates each line with only one label.

One way of reducing the possibly ambiguous description a line or segment initially has is to use constraints from a higher level world model. Such a model specifies the relevant relationships between groups of related segments of lines and specifies the associated labeling constraints. To employ such a model, related (ordered) sets of $N$ segments or lines must be determined. Segments can be related on the basis of their relative spatial positions. Lines can be related on the basis of the junctions they form. Then for each kind of relationship the model can specify a constraint which the labels of each kind of related segments or lines must satisfy.

For instance, pairs of segments in $S$ could be related if they mutually touch each other. There could be different kinds of touching such as to the left, to the right, above, below, in front of, in back of, supported by, and contained in. Suppose $L$ is the set of such relationship labels. Then the set of spatially related segments or lines could be specified by the relation $A \subseteq S \times S \times L$, where $(s, t, i) \in A$ if and only if label $l$ describes the way segment $s$ relates to segment $t$. In the general case, the relationships in $L$ can describe
the way N segments or lines are related so that
the relation A is a labeled N-ary relation:
A \subseteq S^N \times L and is, therefore, a simple arrangement.

The world model also contains labeling constraints. For example, pairs of segments whose
relationship label i can be constrained by the world model to have associated with them only cer-
tain allowable description pairs. In this case the world model label constraint is an arrangement
C \subseteq D \times D \times L, where \(d_1, d_2, \ell \in C\) if and only if it is legal for a pair of segments \(s_1\) and \(s_2\)
having relation \(i\) to have respective descriptions \(d_1\) and \(d_2\). In general, the relation C is a labeled
N-ary relation, \(C \subseteq D^N \times L\) which includes in it all labeled N-tuples of compatible descriptions for an
ordered set of N related segments.

To summarize the information we have available:

1. \(G \subseteq S \times D\), the assignments of descriptions given by a low level operation;

2. The world model \((A, C)\) where
   \[A \subseteq S^N \times L\] is the labeled sets of related
   N-tuples of segments and \(C \subseteq D^N \times L\) is the
   N-ary relational labeling constraints.

The scene labeling problem is to use \(F, A, C\), and
\(G\) to determine a new labeling relation \(H\) which con-
tains fewer ambiguous descriptions than \(G\) and which
is consistent with the constraints specified by the
world model. In essence we want

1. \(H: S \rightarrow D, H \subseteq G\)

2. \(A \circ H \subseteq C\)

Notice that \((A,S,L)\) is a simple arrangement,
\((C,D,L)\) is a simple arrangement, and \(H\) is a binary
relation which successfully translates the struc-
ture of arrangement \((A,S,L)\) into the structure of
arrangement \((C,D,L)\). The binary relation \(H\) is the
homomorphism from arrangement \((A,S,L)\) into arrange-
ment \((C,D,L)\) which is contained in \(G\).

Our discussion of scene labeling is more gen-
eral than that of Rosenfeld, Hummel, and Zucker
(1976) who consider only binary relational label-
ing constraints. We consider N-ary relational
labeling constraints; any ordered set of N seg-
ments can have a N-ary relation labeling
constraint. For the particular binary case (N=2),
if we define a unique label for each pair of seg-
ments, then the treatment given here exactly
corresponds to that in Rosenfeld, Hummel, and
Zucker.

5.3 Image Understanding

We will illustrate the arrangement concept in
image understanding by considering a few highly
stylized problems. This example is taken from
Haralick and Kautz (1976). Suppose we have a seg-
ment in terms of certain basic attributes, for
example, shape discriminators. Using these attri-
butes, we could assign a shape label to each of the
segments. To define an arrangement from these
labels, we can group related segments together, N
at a time, and form the corresponding set of N-
tuples of their labels.

Depending on the particular segmentation task,
the order of the segments in the groups may or may
not be important. For example, it may be reason-
able in some kind of image understanding problems
to order the segments in a left-right top-bottom
manner. On the other hand, if the order of the
segments in the group is not important, an arbi-
trary fixed order based on the segments shape can
be used.

The label given to each N-tuple can be the name
we might give to a group of related segments whose
shapes are the components of the given N-tuple.
Another possibility is to use the interpretation label
as a counter. We can assign the integer
label "1" to all N-tuples arising from a group
of segments the first time the N-tuple is encountered.
The label "k" can be assigned the kth time the same
kind of N-tuple is encountered.

One criterion by which segments can be con-
sidered related is spatial connectivity or near-
ness. Two segments are eligible to be included in
the same related group when their interaction
lengths overlap. To make things simple in our
examples we will use interaction lengths of zero.
Thus, two segments are related only when they are
touching. In the stylized examples we give, seg-
ments are represented by circles, squares, trian-
gles, etc.

Arrangements can be used to establish the
likeliness of two images when one image is essen-
tially the same as the other, but the order or
placement of the image parts is different. In this
case template matching the images will not work.
Often geometric transformations of rotation, mag-
nification, translation, skew will also not work.
The example shown in Figure 10 illustrates one way of
handling this problem using the notion of con-
nectness and simple order-1 arrangements. Suppose
the image has five basic kinds of figures: squares,
triangles, circles, arrows, and hexagons. A quad-
ruple whose first three components are these shapes
taken in the order square, triangle, circle, arrow,
and hexagons, and arrows will be considered to belong
to the arrangement of the image if all three shapes
touch each other in a pairwise manner. In general,
we may use the criterion consider any N-tuple if
enough of its components interact in a pairwise or
K-wise manner. A label of 1 or 2 will also be
associated with each triple of shapes to make the
quaduple; in this example such a label will just
count the number of times that the triplet it is
associated with occurs. In Figure 10, there are
four drawings. Each drawing has two triangles,
one circle, one square, and one arrow. Using the
order-1 arrangement concept, there are two pairs of
drawings whose arrangements are isomorphic by the
identity function. The drawings themselves, how-
ever, have their parts placed differently in
absolute position and orientation. This isomor-
phism becomes clear upon examination of Figure 11
which shows the arrangements for the drawings. The
drawings on the left are isomorphic to the arrange-
ment labeled A. The drawings on the right are
isomorphic to the arrangement labeled B.
Figure 10 illustrates four drawings, each of which has two triangles, one square, one circle, and one arrow. Using the order-3 arrangement concept, there are 2 pairs of drawings whose arrangements are isomorphic.

\[
\begin{align*}
\text{Arrangement A} & \quad \text{Arrangement B} \\
(\square, \triangle, \uparrow, 1) & \quad (\square, \triangle, \uparrow, 1) \\
(\triangle, \bigcirc, \uparrow, 1) & \quad (\square, \triangle, \uparrow, 2) \\
(\triangle, \bigcirc, \uparrow, 2) & \quad (\square, \triangle, \circ, 1)
\end{align*}
\]

Figure 11 illustrates the quadruples in the order-3 arrangements for the drawings of Figure 10. The two drawings on the left in Figure 10 are isomorphic to Arrangement A and the two drawings on the right in Figure 7 are isomorphic to Arrangement B. The quadruple (C, A, t, 2) means that the drawing has a piece that consists of a square, triangle, and arrow pairwise touching each other and the label two designates that this is the second such piece in the drawing.

The situation becomes slightly more complicated when the function that establishes the isomorphism is not the identity function. This is illustrated in Figure 12 which also has four drawings. Each drawing has two squares, one circle, one hexagon, and one triangle. Taking the order as square, hexagon, triangle, and circle, and using the order-3 arrangement concept, there are two pairs of drawings in Figure 12 whose arrangements are isomorphic. Also the arrangement for each drawing in Figure 12 is isomorphic to the arrangement for one of the drawings in Figure 10. The isomorphism, however, is not the identity function: a square stays square, a hexagon becomes a triangle, a triangle becomes an arrow, and a circle remains a circle.

Figure 12 illustrates four drawings each of which has two squares, one circle, one hexagon, and one triangle. Using the order-3 arrangement concept, there are 2 pairs of drawings whose arrangements are isomorphic. The arrangement for each drawing is isomorphic to the arrangement for one of the drawings in Figure 10.

More complicated still is the case where the correspondence between one drawing and another is by an arrangement homomorphism which does not establish a one-one correspondence. Such a case is illustrated in Figure 10 which depicts two drawings. Taking the order as hexagon, circle, triangle, arrow, and square and using the name or label 1 for all triplets except the triplet (arrow, triangle, square) which gets the name 2, we may use the arrangement concept to establish the correspondence between one of the drawings (the one on the right) in Figure 13 and two of the drawings in Figure 10 (the ones on the left). The correspondence is a homomorphism and finding it, although easy, should begin to give the reader some idea of the combinatorial problems involved. The drawing on the left of Figure 13 is homomorphic to neither of the drawings in Figure 10.

Figure 13 illustrates two drawings. Using the arrangement concept, labels of 1 or 2 can be assigned to each triplet to make one of the drawings in Figure 10 a homomorphic image of one of these drawings.

The problem of finding homomorphisms is truly one of establishing the correspondence using relationships. Figure 14 shows the quadruples in the arrangement for the right-hand drawing of Figure 13 and the arrangement for the left-hand drawing of Figure 10. The homomorphism which establishes the relationship between the arrangements appears in the central bottom part of Figure 14.
So, for example, if \( R \) has the labeled triple \( (a, b, c, e) \) and \( T_0 = \{(a, a), (a, b), (b, b), (b, c), (c, c)\} \) then the list of triples \( (a, b, a, e), (a, b, b, e), (b, b, b, e), (a, a, a, e), (b, b, c, e) \) are all the possible labeled triplets to which \( T_0 \) can translate the labeled triplet \( (a, b, c, e) \). Suppose that all of these four labeled triplets only \( (a, b, a, e) \) and \( (b, b, c, e) \) are in \( S \). Then the pairing establishes the correspondence of \( (a, b, c, e) \) to \( (a, b, a, e) \) and \( (b, b, c, e) \).

This correspondence of labeled \( n \)-tuples in \( R \) to labeled \( n \)-tuples in \( S \) carries information which can eliminate pairs in \( T_0 \) which cannot possibly contribute to any homomorphism. It can do so in the following way. If the pair \( (a, b) \) is to be in some homomorphism, then each labeled \( n \)-tuple in \( R \) which has a component with the value \( a \) must be able to be associated with some labeled \( n \)-tuple of \( S \) having the corresponding component with value \( b \). The association of labeled \( n \)-tuples of \( S \) with labeled \( n \)-tuples of \( R \) is carried by the composition through \( T_0 \) as described in the previous paragraph.

The discrete relaxation process iterates first using a \( T \) to establish a labeled \( n \)-tuple to labeled \( n \)-tuple correspondence and then using this correspondence to determine a smaller \( T \) which can be used to establish the labeled \( n \)-tuple correspondence for the next iteration. At each iteration \( T \), which is assumed finite, becomes smaller. The iterations finally reach a fixed point since \( T \) is bounded below by the empty set. If a homomorphism \( H \) satisfying the constraint \( H \subseteq T_0 \) exists and is unique, then \( H \) will be the fixed point of the iterations. If more than one homomorphism exists, then the fixed point will not be single-valued and will contain all homomorphisms satisfying the constraint \( H \subseteq T_0 \). In the next section we will discuss a combination of a tree search and discrete relaxation process to divide a multi-valued relation into its component homomorphisms. In the remainder of this section we give a precise mathematical description of the discrete relaxation and illustrate its use on the abstract example we worked in an intuitive manner in Section III.

To begin we will need some notational conventions. Let \( R \subseteq A^N \times L \), \( S \subseteq B^N \times L \), and \( T_0 \subseteq A \times B \). The iterations define \( T_1, T_2, \ldots, T_k \) each relation being a restriction of the previous one. We will suppose that \( T_k \) is defined. The first part of the iteration goes through each labeled \( n \)-tuple of \( R \) and associates it with each labeled \( n \)-tuple of \( S \) it can by composition through \( T_k \). We want to have a way of describing such an association. So let \( (a_1, \ldots, a_N, l) \) be a labeled \( n \)-tuple of \( R \) and let \( (a_1, \ldots, a_N, l; s, T_k) \) be the set of all labeled \( n \)-tuples in \( S \) which can be reached by the composition of \( (a_1, \ldots, a_N, l) \) through the relation \( T_k \):

\[
G(a_1, \ldots, a_N, l; s, T_k) = \{ (b_1, \ldots, b_N, l) \in S \mid (a_n, b_n) \in T_k, n = 1, \ldots, N \}.
\]
We know that a pair \((a,b) \in T_k\) is not a contributor in any homomorphism if for some labeled \(N\)-tuple \((a_1, \ldots, a_N, l)\) in \(R\) having a component with value \(a\) and label \(l\), we cannot find in \(G(a_1, \ldots, a_N, l; S; T_k)\) a labeled \(N\)-tuple having a corresponding component with value \(b\). To write this easily we need a notation which lets us select from any set of labeled \(N\)-tuples all those \(N\)-tuples with a given label and which for a specified component have a particular value. So if we desire to select from \(R\) those \(N\)-tuples having label \(l\) and value \(a\) for component \(n\) we need only write \(R_n^a(l)\) which we define by

\[
R_n^a(l) = \{(a_1, a_2, \ldots, a_n, l) \in R \mid a = a_n\}
\]

The next step in the iteration process is to select a value \(b\) for component \(n\) and select a label \(l\). Then go through each labeled \(N\)-tuple in \(R_n^a(l)\). Suppose \((a_1, \ldots, a_n, l) \in R_n^a(l)\). The labeled \(N\)-tuples of \(S\) which correspond to \((a_1, \ldots, a_N, l)\) can be found in \(G(a_1, \ldots, a_N, l; S; T_k)\). The pair \((a,b) \in T_k\) can be a pair which participates in some homomorphism if there is some labeled \(N\)-tuple in \(G(a_1, \ldots, a_N, l; S; T_k)\) having its \(n\)th component with value \(b\). There is some labeled \(N\)-tuple in \(G(a_1, \ldots, a_N, l; S; T_k)\) having its \(n\)th component with value \(b\) if and only if the projection of \(G(a_1, \ldots, a_N, l; S; T_k)\) onto its \(n\)th coordinate contains the element \(b\).

We clearly need a notation for projection. For any \(Q \subseteq G^N \times L\) we define the projection to the \(n\)th coordinate by

\[
\pi_n(Q) = \{c \in C \mid \text{for some } (c_1, \ldots, c_N, l) \in Q, c_n = c\}
\]

Hence the set of values which exist in the \(n\)th component for the labeled \(N\)-tuples in \(G(a_1, \ldots, a_N, l; S; T_k)\) can be written as \(\pi_n G(a_1, \ldots, a_N, l; S; T_k)\).

If the pair \((a,b)\) has a possibility in participating in some homomorphism, then for each label \(l\), for each component \(n\), and for each labeled \(N\)-tuple \((a_1, \ldots, a_N, l)\) in \(R_n^a(l)\), there must exist some labeled \(N\)-tuple in \(G(a_1, \ldots, a_N, l; S; T_k)\) whose \(n\)th component has value \(b\). Hence,

\[
b \in \bigcap_{l \in L} \bigcap_{n=1}^N \pi_n G(a_1, \ldots, a_N, l; S; T_k)
\]

The discrete relaxation defines the restriction \(T_{k+1}\) by

\[
T_{k+1} = \{(a,b) \in T_k \mid b \in \bigcap_{l \in L} \bigcap_{n=1}^N \pi_n G(a_1, \ldots, a_N, l; S; T_k)\}
\]

The following theorem proves that if \(H \subseteq T_k\) and \(H\) is a homomorphism from \(R\) to \(S\), then \(H \subseteq T_{k+1}\).

Hence, those pairs which were in \(T_k\) but not in \(T_{k+1}\) do not participate in any homomorphism.

Theorem: Let \(R \subseteq A^N \times L\), \(S \subseteq B^N \times L\), and \(H \subseteq T \subseteq A \times B\). If \(H: A \to B\) satisfies \(R \circ H \subseteq S\), then \(H \subseteq \Phi(T)\) where

\[
\Phi(T) = \{(a,b) \in T \mid b \in \bigcap_{l \in L} \bigcap_{n=1}^N \pi_n G(a_1, \ldots, a_N, l; S; T_k)\}
\]

Proof: Suppose \((a,b) \in H\). Since \(H \subseteq T\) is given we need only show that

\[
b \in \bigcap_{l \in L} \bigcap_{n=1}^N \pi_n G(a_1, \ldots, a_N, l; S; T_k)
\]

So let \(l \in L\) and \(n \in \{1, \ldots, N\}\) be given. There are two cases: either \(R_n^a(l) = \emptyset\) or \(R_n^a(l) \neq \emptyset\). If \(R_n^a(l) = \emptyset\), then the result is immediate since intersections over empty collections are always full. If \(R_n^a(l) \neq \emptyset\), let \((a_1, \ldots, a_N, l) \in R_n^a(l)\). By definition of \(R_n^a(l)\), we must have \(a_n = a\).

Since \(H\) is a function, it is defined everywhere and there exists \(b_1, \ldots, b_N \in B\) such that \((a_n, b_n) \in H, n = 1, \ldots, N\). Since \(a_n = a\) and \((a,b) \in H\), we may take \(b_n = b\).

By definition of \(G(a_1, \ldots, a_N, l; S; T_k)\),

\[
G(a_1, \ldots, a_N, l; S; T_k) = \{(b_1, \ldots, b_N, l) \in S \mid (a_n, b_n) \in H, n = 1, \ldots, N\}
\]

Hence, \((b_1, \ldots, b_N, l) \in S\) and \((a_n, b_n) \in H, n = 1, \ldots, N\) imply \((b_1, \ldots, b_N, l) \in H\). By assumption, \(R \circ H \subseteq S\).

Hence, \((b_1, \ldots, b_N, l) \in S\) and we must have \((b_1, \ldots, b_N, l) \in G(a_1, \ldots, a_N, l; S; T_k)\). Therefore,

\[
b \in \bigcap_{l \in L} \bigcap_{n=1}^N \pi_n G(a_1, \ldots, a_N, l; S; T_k)
\]

The next proposition proves that if \(H\) is a fixed point of the iteration process, then \(H\) single-valued implies that \(R \circ H \subseteq S\). This means that if a function \(H\) is a fixed point of the iteration process, then \(H\) is a homomorphism.

Proposition: Let \(R \subseteq A^N \times L\), \(S \subseteq B^N \times L\), and \(H \subseteq A \times B\). If
\[ H = \{(a, b) \in R \mid b \in \bigcap_{n=1}^{N} \bigcap_{k=1}^{n} G(a_{1}, \ldots, a_{N}, t; S, H)\} \]

then H single-valued implies \( R \cdot H \subseteq S \).

**Proof:** Let \((b_1, \ldots, b_N) \in R \cdot H\). Then for some \((a_1, \ldots, a_N, t) \in R\), \((a_n, b_n) \in H, n = 1, \ldots, N\).

By definition of H,

\[ b_k \in \bigcap_{n=1}^{N} \bigcap_{k=1}^{n} G(a_{1}, \ldots, a_{N}, t; S, H), \quad k = 1, \ldots, N. \]

Now for each \(k \in L\) and \(n \in N\), \(b_k \in \bigcap_{n=1}^{N} G(a_{1}, \ldots, a_{N}, t; S, H)\).

In particular, \(b_k \in \bigcap_{k=1}^{n} G(a_{1}, \ldots, a_{N}, t; S, H), k = 1, \ldots, N\). But H single-valued implies that for each \((a_1, \ldots, a_N, t)\), there exists a unique \((b_1, \ldots, b_N, t) \in G(a_{1}, \ldots, a_{N}, t; S, H)\). Hence, \((b_1, \ldots, b_N, t) \in G(a_{1}, \ldots, a_{N}, t; S, H)\) and by definition of \( G(a_{1}, \ldots, a_{N}, t; S, H)\) this implies that \((b_1, \ldots, b_N, t) \in S\).

To provide an example of the relaxation process, Figure 15 puts in list form the unit constraint arrangement and label constraint arrangement of the world model for the abstract example in Section II. The initial \( T_0 \) is shown in Figure 16 where the reader can follow the steps of the iterations. The fixed point is reached in 3 iterations.

\[
\begin{array}{|c|c|}
\hline
R & S \\
\hline
Glx & aax sxy \\
Gly & axx aby \\
Hdx & bxx bby \\
Lxy & cbx cby \\
\hline
\end{array}
\]

UNIT CONSTRAINT ARRANGEMENT  LABELING CONSTRAINT ARRANGEMENT

Figure 15 lists the triples in the unit constraint relation and the labeling constraint relation for the abstract example of Section II.

Figure 16 shows how in three iterations the initial labeling \( T_0 \) can be reduced. The two homomorphisms \( H_1 \) and \( H_2 \), which \( T_3 \) contains, are shown to the right of \( T_3 \).

The application of the discrete relaxation to general arrangements is simple. Let \( \{ R_1, R_2, \ldots, R_K; A, L \} \) and \( \{ S_1, S_2, \ldots, S_K; B, L \} \) be two comparable arrangements. Let \( T_0 \subseteq A \times B \) be given. Let the discrete relaxation operate beginning with \( T_0 \) and using relations \( R_1 \) and \( S_1 \). Call the resulting relation \( T_1 \) and let the discrete relaxation operate with \( T_1 \) using relations \( R_2 \) and \( S_2 \). After the \( K^{th} \) relation has finished, use the resulting relation \( T \) in a discrete relaxation for relation \( R_K \) and \( S_1 \) and continue cycling through in this manner until relation \( T \) does not change for a
whole cycle. The limiting relation $T$ will then contain all homomorphisms from the first arrangement to the second that $T_0$ does.

VII. Tree Search

Should the discrete relaxation not reduce the initial relation $T$ far enough and it is desired to obtain a unique assignment of labels to units, a tree search must be done to determine all the homomorphisms $T$ has. The tree search can proceed as follows. Find the first unit which has more than one label. Successively instantiate each of these possible labels to the unit, thereby branching the tree out. Each instantiation produces a $T$ relation which is a restricted version of the previous level's relation.

Each restricted relation can be put through the discrete relaxation procedure yielding two possible outcomes. Either the fixed point relation is not defined everywhere, in which case that branch of the tree search terminates, or the fixed point relation is defined everywhere, in which case the branch may continue. If the fixed point relation is defined everywhere, then either the relation is single-valued or multi-valued. If the relation is single-valued, it is a homomorphism. If it is multi-valued, then we can again find a unit which has more than one label and successively instantiate these possible labels to the unit and continue to branch the tree out.

VIII. Generalizations: Probabilistic Models

The world model discussed in this paper has been the discrete model. Those labeled $N$-tuples in the unit constraint relation or label constraint relation had no weights or probabilities associated with them. One natural generalization of this model is to have a weight function defined on each of the constraint relations. The discrete relaxation, then becomes a probabilistic relaxation, which could be similar to that defined by Rosenfeld et al (1976), Davis and Rosenfeld (1976), or Hanson and Riseman (1977). Each of these researchers have reported some success with such procedures.

The problem with the probabilistic relaxation is that it is not yet known if, in fact, the normalized weights used have probability interpretations. Unlike the discrete relaxation which has been shown to preserve homomorphisms, it is not known what the various forms of probabilistic relaxation preserve or optimize. It appears to be a difficult theoretical problem on which more work needs to be done.

IX. Conclusion

In this paper we have introduced the concept of an arrangement as a set of labeled $N$-ary relations of different orders. We discussed some general scene analysis processes and have illustrated how some of these processes can be viewed as determining or identifying homomorphisms which are constrained by local processing results on the scene data. The homomorphisms are between the unit constraint arrangement and the label constraint arrangement defined by world model. Finally, we have discussed how discrete relaxation, followed by a tree search, can determine homomorphisms from one arrangement to another.

It is our hope that by illustrating the underlying mathematical unity of a diverse set of scene analysis processes, some generality and power can be gained in formulating the total scene analysis problem.
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