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The iterative scheme for solving (5.4-64) is as follows. 

Given: J.to, Ao, f 0 
= f(Ao; J.to), to= hTfo, and k ~ 0: 

Ak+I- Ak [VQ(fk)]T[V 21W; Jl.ko Ak)] - 1h 

Jl.k+I- Jl.k [VQW)]T[V 2l(fk; J.tko Ak)] - 1[VQ(fk)]' 

[V 2 J](fk; Jl.k, Ak)](fk+I - fk) = (Ak+l - Ak)[V QW)] - (J.tk+l - J.tdh, 

tk+I - tk ([V QW)] T[V 2 J(fk ; Jl.ko Ak)] - 1h)2 

Jl.k+l- J.tk [VQW)]T[V21W; J.tk. Ak)] - 1[VQ(fk)] 

-h T[V2 J(fk; Jl.ko Ak)] - 1h. (5.4-65) 

F. Experiments 

Three source images were used in the experiments. The first one (Fig. 
5.4-1) is a picture of a girl. The image size is 128 x 128 pixels, and the 

Fig. 5.4-l. The 128 x 128 source image of a girl's face. 

resolution in gray level is 8 bits. Five different degraded images were 
produced from this image. These images, which are input images for the 
algorithm, will be referred to as image 1 through image 5. Image 1 and 
image 2 were created by first convolving the source image with a 5 x 5 box 
filter (all kernel elements equal to unit) . Random noise with zero mean and 
standard deviations of 4 and 40, respectively, was added to the blurred 
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image. This corresponds to signal-to-noise ratio (S/ N) of 1000 and 10, 
respectively, for the resulting images. To get a stronger blurring, this source 
image was convolved with a 7 x 7 mask with the center 5 x 5 elements all 
equal to zero and the 24 border elements equal to unity. Noise with zero 
mean and standard deviations of 4 and 40, respectively, was added to the 
blurred image to produce image 3 and image 4. To test the ability of the 
algorithm to reconstruct an image when we have incomplete measurements, 
image 5 was created. It is identical to image 1, but the gray level is known 
only for every tenth pixel. For convenience that is done in a regular manner, 
producing the line pattern which can be seen in Fig. 5.4-2, where the five 
input images are shown. Data for these images are listed in Table 5.4-1. 

Fig. 5.4.-2. Five degraded images. Images 1 to 4 show the source image of Fig. 5.4-1; (1) 
blurred with a 5 x 5 box filter and having additive Gaussian noise of 4; (2) blurred with a 
5 x 5 box filter and having additive Gaussian noise of 40; (3) blurred with a 7 x 7 box filter 
and having additive Gaussian noise of 4; (4) blurred with a 7 x 7 box filter and having additive 
Gaussian noise of 40. Image 5 is image 1 sampled every tenth pixel by row and every tenth 
pixel by column. 

Image 

Image I 
Image 2 
Image 3 
Image 4 
Image 5 

Table 5.4-1 
Input Images Created from Girl Source Image 

Standard 
deviations 

Size of mask of noise (S/N) 

5x5 4.0 1000 
5x5 40.0 10 
7x7 4.0 1000 
7 x 7 40.0 10 
5x5 4.0 1000 

Sampling 
interval 

10 
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The second source image (Fig. 5.4-3a) contains text and has size 480 
columns by 100 lines. It was blurred by a 7 x 7 Gaussian filter with standard 
deviation of 5. Noise with a standard deviation of 4 was added to produce 
the input image shown in Fig. 5.4-3b. The third source image (Fig. 5.4-4a) 
is a 128 x 128 checkerboard image. The corresponding input image was 
produced by the same degradation process as was applied to the text image. 

As stated by Eq. (5.4-25), the initial value for the solution vector f is 
f 0 = ah, where a = exp(JL - 1). For fastest possible convergence a is chosen 
so that Q(ah) ·is the smallest possible (provided U = 0); that is, we choose 
a> 0 so that dQ(a, ... , a)/ da = 0 [see Eq. (5.4-20)]. 
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Fig. 5.4-3. (a) A 100 x 480 text source image. (b) The text source image blurred by a 7 x 7 
Gaussian filter having a standard deviation of 5 and additive Gaussian noise with standard 
deviation 4. 

Fig. 5.4.-4. (a) A 128 x 128 checkerboard image. (b) The checkerboard image blurred by a 
7 x 7 Gaussian filter having a standard deviation of 5 and additive Gaussian noise with standard 
deviation 4. 

s 





186 Xinhua Zhuang eta/. 

Fig. 5.4-5. Restoration results for image I. Image I is shown at the upper left. The restoration 
is shown after I step in A at the upper right, after 6 steps in A at the lower left, and after 12 
steps in A at the lower right. 

Fig. 5.4-6. Restoration results for image 2. Image 2 is shown at the upper left. The restoration 
is shown after I step in A at the upper right, after 6 steps in A at the bottom left, and after 
12 steps in A at the lower right. 
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Fig. 5.4-7. Restoration results for image 3. Image 3 is shown at the upper left. The restoration 
is shown after 1 step in A at the upper right, after 6 steps in A at the lower left, and after 12 
steps in A at the lower right. 

Fig. 5.4-8. Restoration results for image 4. Image 4 is shown at the upper left. The restoration 
is shown after 1 step in A at the upper right, after 6 steps in A at the lower left, and after 12 
steps in A at the lower right. 
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Fig. 5.4-9. Restoration results for image 5. Image 5 is shown at the upper left. The restoration 
is shown after I step in A at the upper right, after 6 steps in A at the lower left, and after 12 
steps in A at the lower right. 

Table 5.4.-3 shows some of the experimental data for the text image and 
checkerboard image. The corresponding reconstructed images are shown 
in Figs. 5.4-10 and 5.4-11, respectively. 

Table 5.4-3 
Reconstruction Data for Text and Checkerboard Images 

Image K 8A 1 8A 2 A-final Q-init Q-final m/ 2 CPU 

Text 22 0.50 256.0 768.5 827968 24574 24000 3.13.00 
Check 6 0.25 0.5 2.0 1935043 50248 18.00 
Check 25 0.25 32768.0 98308.0 1935043 9297 8192 1.15.00 

The overall results indicate very good performance in reconstruction of 
blurred images even in cases where we have very few measurements. The 
performance in the reconstruction of extremely noisy images seems to be 
a little poorer. The experiments indicate that the algorithm runs better in 
deblurring than in noise removal. In fact, if no noise was present, it would 
be possible (in principle at least) to obtain a perfect reconstruction (which 
in this case is a pure deconvolution or deblurring). In practice, however, 
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Fig. 5.4-10. Reconstruction of the text image. (a) Noisy blurred source image; (b) reconstruc
ted image. 
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Fig. 5.4-11. Reconstruction of the degraded checkerboard image of Fig. 5.4-4. (a) Recon
struction after 6 steps in A; (b) reconstruction after 25 steps in A. 

noise is always present, and even very small amounts of noise can cause 
the reconstructed data to fluctuate somewhat. The present algorithm, 
however, applies noise statistics [see Eq. (5.4-4)], which is the best way 
(statistically speaking) to deal with the noise. 

Figures 5.4-5 to 5.4-9 indicate that in many cases it is not necessary to 
search all the way until Q reaches Q0 • The final results would not be very 
much different from the intermediate results obtained after 12 steps in A as 
displayed in the figures. Thus, by accepting the intermediate results as the 
final reconstruction, a great deal of CPU time can be saved. 

Table 5.4-3 reveals the importance of varying the step size 8A. The initial 
step size cannot be increased significantly from its present values, so a 












